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Abstract. When predicting unsteady flow and pressure fields around a structure in a turbulent boundary
layer by Large Eddy Simulation (LES), velocity fluctuations of turbulence (inflow turbulence), which
reproduce statistical characteristics of the turbulent boundary layer, must be given at the inflow boundary.
However, research has just started on development of a method for generating inflow turbulence that
satisfies the prescribed turbulence statistics, and many issues still remain to be resolved. In our previous
study, we proposed a method for generating inflow turbulence and confirmed its applicability by LES of
an isotropic turbulence. In this study, the generation method was applied to a turbulent boundary layer
developed over a flat plate, and the reproducibility of turbulence statistics predicted by LES computation
was examined. Statistical characteristics of a turbulent boundary layer developed over a flat plate were
investigated by a wind tunnel test for modeling the cross-spectral density matrix for use as targets of
inflow turbulence generation for LES computation. Furthermore, we investigated how the degree of
correspondence of the cross-spectral density matrix of the generated inflow turbulence with the target
cross-spectral density matrix estimated by the wind tunnel test influenced the LES results for the turbulent
boundary layer. The results of this study confirmed that the reproduction of cross-spectra of the normal
components of the inflow turbulence generation is very important in reproducing power spectra, spatial
correlation and turbulence statistics of wind velocity in LES.

Key words: LES; inflow turbulence; turbulent boundary layer; cross-spectral density matrix.

1. Introduction

In designing a structure, it is necessary to investigate a wide range of phenomena, such as winc
environment, wind loads on cladding and structural frame, habitability under wind-induced
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vibration, aerodynamic instability, and fatigue damage to structuamhef members. We must
examine the characteristics of the flowfield around the structure and the pressure distribution on its
surfaces. In recent years, Computational Fluid Dynamics (CFD) have been applied tigaieves
unsteady flow and pressure fields around a structure. However, care is needed in applying this
method to prediction of fluctuating wind loads or structural vibrations, because the accuracy of its
results has not been confirmed. This isitaited to the followings; (i) the flowfield around a
structure is very complicated including such as a separated flow and a vortex shedding, (ii) the
Reynolds number is very high, and (iii) the approaching flow is a turbulent boundary layer. One of
the most potentially useful methods to resolve these issues and to put Crbtimapuse is Large
Eddy Simulation (LES), which introduces concepts of filtering in computational grids. When we
predict the flowfield around a structure by unsteady computation using LES, it is important to use a
reliable method of reproducing statistical characteristics of the turbulent boundary layer at the
inflow boundary. This is écause the statistical characteristics of the approaching flow, such as mean
velocity profile, turbulence intensity, turbulence scale, power spectral density and spatial correlation,
strongly influence the characteristics of the temporally and spatially fluctuating velocity field around
the structure and the fluctuating pressure distribution on itacgasf However, research has just
started on development of a method for generating spatiallybdis velocity fluctuations that
satisfy the prescribed turbulence statistics, and many issues remain toolbedre®Vith this in
mind, the author has undertaken research into a method of generating velocity fluctuations for the
inflow boundary condition (inflow turbulence) of CFD.

The methods of generating inflow turbulence can be classified the following two groups.

(1) Computing turbulent flowfield by CFD
(2) Artificially simulating time series of velocity fluctuations by generating random numbers

The former method (1) is to conduct a preliminary computation of a temporally or spatially
developing turbulent boundary layer (Lund, Wu and Squires 1998), such as a channel flow, an
atmospheric boundary layer flow, etc. using LES or Direct Numerical Simulation (DNS), or to
generate the turbulent flow by turbulence grids or turbulence blocks set atltive houndary of
the computational domain of LES or DNS. These methods have advantages that the turbulent flow
generated in the computational process satisfies the Navier-Stokes (N-S) equations and the continuit)
equation, and simulates the instantaneous coherent structure, as the turbulent boundary layer i
developed by CFD. Therefore, when velocity fluctuations generated by the method (1) are given as
the inflow boundary condition for LES of flow around a structure, the N-S equations and the
continuity equation are satisfied without transition of the statistical chasticerand the carent
structure. However, these methods require a large computational load and the turbulence statistic:
from the preliminary computations are not guaranteed to correspond to the prescribed target
turbulence statistics.

The latter method (2) can be classified into two groups. One uses the 3-D energy spectrum in the
wave number domain obtained from spatial correlation of velocity fluctuations as the target (lizuka,
Murakami, Tsuchiya and Mochida 1999). This method has the advantage that the continuity condition
can be imposed on the generation procedure. Furthermore, the time series of velocity fluctuations
need not be stored, since inflow turbulence isegmied at each time step of the LES. Thus, the
computer memory required for this method is usually less than that for the method described below.
In the boundary layer flow, however, it is hard to prescribe the 3-D energy spectrum as the target.
This is a very serious disadvantage of this method from the viewpoint of application to Computational
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Wind Engineering (CWE). The other group uses power spectral density and cross-spectral density in
the frequency domain obtained from the time series of velocity fluctuations at the same point or two
different points (Kondo, Mochida and Murakami 1997, Maruyama, Rodi, Maruyama and Hiraoka 1999).
Compared with the 3-D energy spectrum, these frequency spectra can be relatively easily defined a
targets from measured data of boundary layer flow. This is a very important advantage of the latter
method based on frequency spectra over the former metitiathg the 3-D energy spectrum in the

wave number domain. However, the continuity condition cannot be imposed on the generation
procedure with this method. Therefore, divergence-free operation is indispensable in making inflow
turbulence satisfy the continuity equation after theegation procedure. Furthermore, a step-by-step
generation method considering conditioned prdipatensity should be employed since the inflow
turbulence cannot be generated at all grid points simultaneously. Taking the advantages and disadvantag
of these methods into consideration, we employed the latter.

Modeling of the target cross-spectral density matrix, which is considered as the target at inflow
turbulence gegration, is indispensable for this geation method. For this purpose, fundamental
turbulence statistics of a turbulent boundary layer developed over a flat @egenveasured in a
wind tunnel test. We proposed detailed model equations of power spectral density and cross-spectra
density, considering the influence of the wind tunnel floor. We also investigated how tee dég
correspondence of the cross-spectral density matrix of the generated inflow turbulence with the
target cross-spectral density matrix influenced the LES results of a turbulent boundary layer. Some
types of inflow turbulence were generated by this method, considering several reproduction levels of
target cross-spectral density matrices, and LES was conducted using the above types of inflow
turbulence.

2. Wind tunnel test of turbulent boundary layer developed over flat plate

Statistical characteristics of a turbulent boundary layer developed over a flat plate were investigated
by a wind tunnel test to model a cross-spectral density matrix for use as targets of inflow turbulence
generation. The Giingen type boundary layer wind tunnel belonging to the Kajima Technical
Research Institute was used for the wind tunnel test. Fig.tihemiof the wind tunnel test. The
length scale and the time scale were normalized by the boundary layer lheght35 m at the
inflow boundary %, =0) and the mean velocity, = 14.5 m/s at that height. The Reynolds number
(= UpLy/v) was 3.4< 10°. The wind velocity was measured by an X-type hot-wire anemometer

measuring
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Fig. 1 Outline of wind tunnel test (Length is normalized by boundary layer hgjgt2.35 m)
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Fig. 2 Vertical profiles of turbulence statistics measured by wind tunnel test

(DANTEC 55P51) installed on a traversing device. Another X-type hot-wire anemometer was installed
to measure the spatial correlation between two different points on the inflow boundary plane.

Fig. 2 shows vertical profiles of turbulence statistics foremn velocity{u, >, rms velocities{uy?>Y2,

{up®>M2, (ug®>2, a turbulence kinetic energyand a Reynolds stresg u; u3> atx; = X, = 0. Here,

{> means the time averaging. The power law component of the vertical profile of the mean velocity
{up> is about 1/7. The ratio of the variance of each fluctuating velocity near the fldor3s:
{uy?>:{ug? =1.0:0.46: 0.19.

When the inflow turbulence is generated by our method, Fourier coefficients of velocity fluctuations
are simulated by Monte Carlo simulation using a trigonometric series with Gaussian random
coefficients. This is because the frequency distribution of the time series of velocity fluctuation can
be regarded as a Gaussian distribution. Fig. 3 shows vertical profiles of skewness and flatness facto
of each velocity component. The skewness and flatness at hgigld.6 are nearly a Gaussian
distribution (skewness = 0.0, flatness = 3.0). At the height;6f 0.6, the differences between those
measured values and Gaussian distribution gradually increase. However, since the amplitudes o
velocity fluctuations are small near the boundary layer height, we assume that the frequency
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Fig. 3 Vertical profiles of skewness and flatness factor of velocity fluctuations
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Fig. 5 Comparisons of power spectral densitigs &, = 0)

distribution of the velocity fluctuation is theme as the Gaussian distribution at every height. Fig.

4 shows the variation of boundary layer height, roughness length and friction velocity xn the
direction. The solid line in Fig. 5 indicates the boundary layer height calculated from the boundary
layer equation in Appendix 1. The effect of growth of the boundary layer height was taken into
consideration as the upper boundary condition.

3. Modeling of cross-spectral density matrix

Statistical characteristics of elements of the matrix, namely power spectsiliedeand cross-
spectral densities, ave investigated for modeling of the cross-spectral density matrix of thdent
boundary layer. The model equations of power spectra and cross-spectra evaluated from the
measured data are introduceztdn The cross-spectra are modeledoas coherences and phase lags.
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3.1. Model equations of power spectra

Fig. 5 shows the variation of the power spectra with the heighthe constraint effect of the
wind tunnel floor is clearly observed in the power spectra near the floor and it is more evident in
the power spectra of thg component. The power spectra were modeled on the basis of a Karman
type spectrum giving priority to the degree of coincidence in the resolvable frequency range by LES
using practical computation grids. The gaeters for the model equations were modified to
reproduce the influence of the floor by introducing the function of height in their expression.

Su(.n) _ 28A
0a(*s) {1+ (cn)?

5/38 (1)

Se(ln) _ Sia(ln) _ gA{1+(8/3)(cn))’} o
0%, (X3) - 023(%3) - {1+(Cn}\)ﬁ}(5/3ﬁ+l)

A = (2/B)Lyi(%e)/ Ty (x5)0 B = 2(xg + AL)™
c=2r(1/B)r(2/3B8)/r(5/3B),x;+Al< 1.0 (3)

Here, S;i(1,n): power spectrum ofi at pointl, gy(xs): standard deviation afi at heightxs, Lyi(Xs):
turbulence scale af; obtained from test results &fi(l,0) in Fig. 6, and™ : gamma functionAl and
A2 in Table 1.

Fig. 5 compares the experimental and analytical model values of power spectraugfuthels
components at heights & = 0.014 to 0.286. The values coincide in the resolvabklguency range
by LES.
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Fig. 6 Vertical profiles of turbulence scale of fluctuating wind velocities

Table 1 Coefficients for Egs. (1)~(3)
Component Uy U, U,

Al 0.0 0.0 0.1
A2 0.0 0.1 0.5
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3.2. Model equations of root coherences and phase lags

Fig. 7 shows the variation of the root coherences and the phase lags in relation t@rtosep
distancedx; of two points. The position of the sxénce point is fixed at; = 0.143 in this case. If
the absolute value of the distan®de; is the same, the characteristics of the root coherences and the
phase lags vary depending on the position of the moving point. Thiscause of the constraint
effect of the wind tunnel floor. The root coherences and phase lags were modeled by exponential-
type and linear-type equations, respectively. The function of height was introduced into each model
equation to reproduce the influence of the wind tunnel floor.

coh(l, p, n) = {-B1|dx,| + (B2Xz, + B3)} exp(—nF) 4)
F = B4{(|d%p| + B5)/ Xgp} " (|0Xp| + BS)/ [ (%g1p) 0] (5)

@1, p,n) = CL{(|d%| + C2)/ Xgp} °n(| | + C2)
(&% |O%,p| )/ CUL(Xgp) CH C4, |0, 2 0.03 (6)

Here,coh(l, p, n) : root coherence between poimtandp, ¢(l, p, n): phase lag between poirtand
p, ox: distance between pointsandp, andxg,: mean height of pointsandp, B1~B6 andC1~C4

&r;= 0.114(experiment)
dxs= 0.029(experiment)
&= -0.029(experiment)
&= -0.114(experiment)
&3= 0.0(experiment)
5= 0.114(modeled)
3= 0.029(modeled)
....... 3= -0.029%(modeled)
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Table 2 Coefficients for Eqgs. (4)~(12)

Up-U;  UxU,  Us-Us  Upi-Uz  Us-U;  Ug-Ug Uy-Uy Us-Us Up-Us Us-U; Up-Us
vertical vertical vertical vertical vertical horizontalhorizontal horizontal horizontal horizontal same point
B1 0.0 0.7 2.1 0.88 0.88 0.0 0.7 2.8 1.75 1.75 0.0
B2 0.0 1.75 1.75 0.0 0.5 0.0 1.17 3.06 5.25 5.25 5.0
B3 1.0 0.78 0.68 0.75 0.68 1.0 0.9 0.32 0.35 0.35 0.4
B4 18.0 5.0 6.0 6.0 6.0 18.0 6.0 7.0 8.0 8.0 x§&x7)
B5 0.0 0.03 0.03 0.06 0.09 0.0 0.02 0.01 0.06 0.06 0.06
B6 0.3 0.3 0.4 0.2 0.2 0.3 0.5 0.3 0.1 0.1 0.05
C1 9.0 9.0 0.0 -2.0 -2.0 0.0 0.0 0.0 0.0 0.0 0.0

C2 0.0 0.0 0.0 0.09 0.09 - - - - - -
C3 0.3 0.3 0.0 0.7 0.7 - - - - - -
C4 0.0 0.0 0.0 m m 0.0 0.0 0.0 m m m

in Table 2.
B2Xgp + B3= 1.0 (h-Uy, Ux-Up, Us-Uz cOmponents)
B2x3p + B3= 0.8 (1-us component)
B2xg, + B3= 0.74 (15-u, component)
—Bljdxp| + (B2x3p+B3)= 0

When two points align obliquely, the root esbnce and the phase lag were modeled as per Egs.

(7)~(9).

coh(l pn = Dlexp(—m/F&TFﬁ) 7
D1 = —J(BL,|8%,|)2 + (B1y|6%,p|)? + { (B2, Xg:p + B3,) + (B2yXq:p + B3y)} /2 8)

@1,p,n) = CLA(|Ox] + C2,)/ Xaip} (| 8x] + C2,)(|O%e|/ O¥3)/ Ty (Xrp) T+ C4,  (9)

Here, suffixv means vertical direction arfdmeans horizontal dir&on.
B2,xgp + B3,= 1.0, B2iXgp + B3, = 1.0 (Us-uy, Ux-Uy, Us-Uz cOmponents)
B2,x3p + B3,= 0.8, B2iX3, + B3p= 0.8 (U;-u3 component)
B2,xgp + B3,= 0.74,B2:X3, + B3,= 0.74 (s-u; component)P1= 0
At the same point, the root coherence and the phase lag were modeled as per Egs. (10)~(12).
coh(l, p n) = (B2x;+ B3)exp(-nF) (20)

F = (B4x,+ B5)(B6/x;)°'B6/ [liy(X5)0 (11)
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@l,p,n) = C4 (12)
B2x; + B3< 0.74,B4x; + B5< 7.0

The cross-spectral densi§y(l, p, n) between pointd and p can be calculated from the power
spectrum, the root coherence and the phase lag as per Egs. (13)~(15).

(L p n = K(l,p,n)=iQ(l, p, n) (13)
K(l,p,n) = coh(l, p n/S(I, NS(p ncosyl, p, n) (14)
Q(l, p, n) = coh(l, p, N/S(I, NS(p Nsing(l, p, n) (15)

Here, S(l, p, n): cross-spectrum between poihtandp, K(l, p, n): co-spectrum between poirltand
p, andQ(l, p, n): quadrature spectrum between poinddp.

Fig. 7 compares the experimental and analytical model root coherences and the phase lags. Th
model equations accurately express the experimental vales.

4. Method of generating inflow turbulence

The velocity fluctuatioru(l, t) at pointl in the flowfield that satisfies the prescribed cross-spectral
density matrix are expressed by Eqgs. (16)~(19) using a trigonometric series with Gaussian random
coefficients (Hoshiya 1972).

N

|
Ui(l, t) = z z [alp(wn) COS{ wnt + (ﬂp(wn)} + blp(wn) Sin{ wnt + (Hp(wn)}] (16)

n=1p=1

ap(wn) = 248w, Hip(wh)| Ep(n)

bip(h) = 2Awn| Hip(n)| N wn) 17)
. Hii(on) Hii(wn) ... Hui(wn)
S(wn) = Hlw)H (@) = | " . : (18)
Hui(,) .. Hum(wn) Hm (@)
Ap(wn) = tan { I pHip(@n)/ ReHip(wn)} (19)
Here,i . direction of spatial coordinate< 1 streamwisei = 2 lateral,i = 3 vertical),
I, p . indices denoting two points related to cross-spectral deHgifw,) at pointsl
andp(I=1,-, M,p=1, -, 1),
M : total number of nodal points in the region where inflow turbulence was

generated simultaneously,
N . total number of frequency intervals,
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W . circular frequency,

Aw, . interval of circular frequency,
ap(awn), bp(awn) : Fourier coefficients,

@ () . phase lag,

ip(awh), Np(wy) : independent Gaussian random number with mean value 0 and standard deviation 1,
S(aw) . cross-spectral density matrix,

H () . lower triangular matrix oS(cw,),

Hip () : component oH (w,),

*:.conjugate, Re : real part, Im : imaginary part
5. LES computation of turbulent boundary layer developed over flat plate

We investigated how the degree of correspondence of the cross-spectral density matrix of the
generated inflow turbulence with the target cross-spectral density matrix influenced the LES results
for the turbulent boundary layer. ®eal types of inbw turbulence were generated considering
several reproduction levels of cross-spectral ithemsatrices(cf. Table 3).

LES computations were conducted by imposing these types of inflow turbulence on their inflow

Table 3 Reproduced cross-spectral matrix components for inflow turbulence generation

Case Power spectrum Cross-spectrum
1 white noise not reproduced
2 U, Uy, Uz cOmponent not reproduced
Us-Ug, Ux-U,, Us-Uz cOmponent
3 Uy, Uy, U3 component ;
1 te, Us COMP (shear component is not reproduced)
4 Ui, Uy, Uz component Us-Ug, Ux-Up, Us-Us, Uj-Uz cOmponent

Table 4 Boundary condition of LES

inflow generated inflow turbulence

convective boundary condition (Dai, Kobayashi and Taniguchi 1994)
tfl Mooy
outflow e %, =

U, : convective velocity (value af; component averaged over inflow boundary plane)

floor linear-power law type wall function (Werner and Wengle 1991)

Uy, u, components 9;[¥ dx; = 0, dL0L,[X dxg = 0

Uy component :[l5(X;)0 = Ub(dé*/dxl)
upper

o : displacement thickness (Appendix 1)

U, : U; at boundary layer height

[0f O: time aberaged valuég; filtered value

side periodic boundary condition
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Fig. 8 Outline of turbulent boundary layer and computational domain
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Fig. 9 Comparisons of mean and fluctuating velocity profiles

boundary. The Smagorinsky modéls(= 0.1) was used for LES. A second order centered difference
scheme was adopted for spatial derivatives. In the time advancement, the Adams-Bashforth schem
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was used for the convection terms and the Crank-Nicolson scheme was used for the diffusion terms
The time icrement waght = 0.00829 and the total number of computation steps was 8200. The
boundary condition of LES is shown in Table 4. The computational domain coverea;)357(
1.77(k;) < 2.0(). This computational domain was discretized into 250{ 31(x;) X 42(xs) grids. A
staggered grid arrangement was employed. Fig. tBnes the turbulent boundary layer and the
computational domain.

Fig. 9 compares mean and fluctuating wind velocity profiles between the target values of inflow
turbulence generation and the grid scale (GS) components of LES results estimated considering the
grid filter effect of LES. Results of case 1 could not reproduce either the target values of mean or
fluctuating velocities at any positions in the computational domain. Although the mean and
fluctuating velocities changed from the target values in the region=00.11~2.29 in case 2, the
changes were smaller than those in case 1. However, a relatively large transition ofrthe no
component[{ El’l)ZE]f/2 was observed xat=0.11~2.29. Furthermore, the development of the shear
component—[1i} U5 0 was slower than those for cases 3 and 4. For case 3, the transitean of
and fluctuating velocities near the inflow boundary and the development of shear components were
improved from those for case 2. The differences between the results for case 3 and case 4 wer
small with regard to the mean and normal components. The shear componen04tl for case 4
was better than that for case 3. However, the shear components in both case 3 and case 4 wel
quickly recovered in the region &f = 0.11~2.29, and no differences were observed in other regions
between these two cases. The target turbulence quantities of grid scale components were reproduce
well for cases 3 and 4.

Here, we discuss the reason for this quick recovery of the fluctuating wind velocities and the
shear stress. The production teRp of the transport equation of turbulence kinetic endegyan

expressed as Eq. (22).
_ QDH-D
P = —00'uy’ 0XI (22)
k

The production tern®?; of the transport equation of shear streEEi’L_lj’E can expressed as Eq. (23).
AN T I R I T
Pij = —Dl,li'uk'Ddde — DJJ"UKIE% (23)
k k

Furthermore, Eq. (24) can be obtained for a well developed turbulent boundary layer.

_ _ — — — — orgd orQ
(u,0= (0= 0, —[u,"u,'0=—[,"u;y'0= 0, 0_X1 = % =0 (24)
The production termP, of the turbulence Kinetic energy and the production terr®;3 of the
transportation equation of the shear stre§h, u;'[] can be derived from these Egs. (22)~(24) as
follows.
— — j;ZEITE]
Py = —[y'ug' —— (25)
OX3
— .2 QELI_D
Pz = —H(us") : (26)

O0X3
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Eg. (25) indicates that the turbulence kinetic enérggan be produced correctly if the gradient of
the vertical profile of mean velocityu, > and the shear stresg u,'u,’ > are reproduced. Eq. (26)
means that the shear stressu,’u;’ >, which contributes to the production kf can be produced
correctly if the vertical gradient ofu; > and the fluctuating velocity (us')? > are reproduced well.
Therefore, if we simulate the vertical gradient af’ > and the fluctuating velocity (ug')* »2 in the inflow
turbulence geeration, the fluctuating velocities (u;')? >*2, <(u,")? >*2, {(u;")? >*? and the shear
stress—<{u,'uy' > can be reproduced within a certain degree. Theseitorsd were satisfied for
cases 1 to 4. For case 1, however, since the fluctuating velo@ity)® > greatly decreased just
behind the inflow boundary due to the fliter effect of LES computation, the productidnsraf
—{u,'ug' > were very small and (u;")? >¥2 {(u,")? > ((ug')?>Y? and—<u;'uy’ > did not recover
at all in the downstream region. For case 2, which did not reproduce the spatial correlation, since
the fluctuating velocity < (ug')?>Y? was smaller than those for cases 3 and 4, the recovery of
fluctuating velocities ane<u,'u;' > was slower.

Fig. 10 comparepower spectra of the; andu; components. For each case, the power spectra of
the inflow turbulence agreed well with the target values. There was almost no transition between the
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power spectra of tha; component ak; = 0.11 and those of the inflow turbulence, except the grid
filter effect of LES computation. The power spectra of adheomponent ak; = 0.11 were less than
those of the inflow turbulence caused by the filter effect of the spatial interpolation of the inflow

A
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) case 2
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Fig. 12 Comparisons of frequency distribution of velocity fluctuation
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Fig. 13 Variation of frequency distribution of velocity fluctuation in channel flow with grid resolution
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turbulence and the decreasing effect during the process in which the inflow turbulence adapted itself
to the discretized N-S equations and the continuity equation. However, evident differences can be
observed between the values for case 1 and case 2, and those for case 3 andxgasé.g7afThe

power spectra of LES results coincided closely with the target values for cases 3 and 4, but the
values for case 2 resembled those for case 1.

Fig. 11 compares the spatial correlationg,at 4.57. For the inflow turbulence, only the result for
case 4 is displayed. The spatial correlations of generated inflow turbulence for case 4, which
reproduced not only the power spectra but also the cross-spectra of normal components and shes
component, show good agreement with the experimental results. The spatial correlations of LES
computation for case 3 and case 4 can reproduce the experimental results for each componen
However, the reproduciability of the spatial correlations for case 1 or case 2 is not enqugh.art.

Fig. 12 compares the frequencey distributions of wind velocity fluctuations. The skewness and
flatness do not change from the Gaussian distribution, which was adopted in the inflow turbulence
generation, just behind the inflow boundary £ 0.11) for each case. In the downstream region
(x, = 4.57), the constraint effect of the wind tunnel floor is clearly observed in the skewness of the
u; and uz components ak; < 0.1. However, this &kct is not so evident in the digmtion of
flatness.

To confirm this variation of skewness, LES computation of a channel flow was conducted using
several grid resations. The length scale and the time scadeewnormalized by the half heigbtof
the channel width and the mean velodity at the center of the channel. The Reynolds number was
Re= U0/ v=13800. The computational domain coveret{xg < m(x,) < 2(Xs). The grid arrangement
is shown in Appendix 2.

Fig. 13 compares of the vatien of frequency distribution in the channel flow with grid
resolution. The finer the grid resolution used, the larger the change of skewnassamd us
components near the wall surface appeared. Furthermore, the coarser the grid resolution used, th
higher the zero-cross height of skewness ofuheomponent. Thus, the reason that the frequency
distributions of velocity fluctuations of the turbulent boundary layer computed by LES vieremtif
from those of the experimental results near the floor surface was supposed to be caused by the
relatively coarse grid resolution in this region.

6. Conclusions

When an inflow turbulence was generated considering only the power spectra of each velocity
vector component as the target (case 2), power spectra, spatial correlation and velocity profiles
could not be reproduced in LES using the generated inflow turbulence. The talgééntce
guantities of grid scale components were reproduced well, where the cross-spectra of the normal
components were considered in @#dd to the power spectra as the target in theegsion
procedure (case 3). Therefore, reproduction of the cross-spectra of the normal components in the
inflow turbulence generation was very important for reproducing those turbulence quantities in LES.
Case 4 considered the cross-spectra of the shear component in addition to those of the norma
components. In the result of this case, it was clarified that the spatial correlation of the shear
component just behind the inflow boundary was more reproducible than that in case 3. However,
there were no differences in other regions between the results for case 3 and case 4, and the targ
turbulence quantities of the grid scale componergseweproduced well for each case. Since this
method can reproduce various kinds of flowfield that cannot be reproduced by CFD methods, it is
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expected to become a very useful tool for investigatingraotien between flowfields around
structures and pressure distributions on their surfaces.

Appendix 1

The boundary layer equation of the turbulent boundary layer is expressed as Eq. (27).

4 u%e = 9P 5

ax (PUS0) = 8"+ 1o (27)
To substitute Eq. (27) for Egs. (28)~(33) on conditiondBfdx, = 0, the boundary layer heigldt
and the displacement thickneSscan be obtained as Egs. (34)~(36).

d" = [0(1- W,Ddx (28)
0 = [0(1- [y [yHx (29)
U= (xal )Y (30)

To= 1pUg [ 2 (31)

Yn = 0.059R;"* (32)
Rs=UydlV (33)

&= 0.46R;"5(x, + 63.7)° (34)
5 =0/8 (35)

Re = UpLp/V (36)

Here, p: air density,0: momentum thicknes®)* : displacement thickness, : shear stres® : pressure,
Y : drag coefficient, an&; : Reynolds stress defined By U,,
In these formula, it is assumed that the turbulent boundary layer developex fror83.7.

Appendix 2

The computational domain was discretized intoxg6{ 26(x;) with equi-spaced grids in the
and x, directions. In thexs direction, four types of grid resolution were examined near the wall
surfaces (aks=0~0.3 and 1.7~2.0). The following parentheses indicate the grid spasingsar
the wall surfaces for each case. The same grid arrangement was xse®.8~1.7.

(@) grid 1 : number of nodal point is 18 in tkedirection Ox; = 0.13, 0.17)

(b) grid 2 : number of nodal point is 20 in tkedirection Pxz = 0.10, 0.10, 0.10)

(c) grid 3 : number of nodal point is 22 in thkedirection x; = 0.06, 0.07, 0.08, 0.09)

(d) grid 4 : number of nodal point is 26 in tkedirection Pxs = 0.03, 0.03, 0.035, 0.035, 0.08, 0.09)

A staggered grid arrangement was employed. The periodic boundarnjicromeis utilized for the
inflow, outflow and side wall boundary conditions. The déinpower law type wall function (Werner-
Wengle 1991) was used for the floor boundary condition. The Smagorinsky n@xieD(l) was
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utilized for the SGS model, the time increment wias 0.001 and the total number of computation
steps was about 16400.
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