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Abstract. As civil structures are exposed to various external loads, it is essential to assess the structural
condition, especially the structural displacement, in every moment. Therefore, a visually servoed paired structured
light system was proposed in the previous study. The proposed system is composed of two screens facing with
each other, each with a camera, a screen, and one or two lasers controlled by a 2-DOF manipulator. The 6-
DOF displacement can be calculated from the positions of three projected laser beams and the rotation angles
of the manipulators. In the estimation process, one of well-known iterative methods such as Newton-Raphson
or extended Kalman filter (EKF) was used for each measurement. Although the proposed system with the
aforementioned algorithms estimates the displacement with high accuracy, it takes relatively long computation
time. Therefore, an incremental displacement estimation (IDE) algorithm which updates the previously estimated
displacement based on the difference between the previous and the current observed data is newly proposed.
To validate the performance of the proposed algorithm, simulations and experiments are performed. The results
show that the proposed algorithm significantly reduces the computation time with the same level of accuracy
compared to the EKF with multiple iterations. 

Keywords: SHM (structural health monitoring); displacement; IDE (incremental displacement estimation);
vision; laser

 

 

1. Introduction

 

As structural health monitoring (SHM) has gained great attention for several decades, various

monitoring systems or sensors have been developed (Balageas et al. 2006). Especially, the structural

displacement monitoring is considered as one of the important safety indicators to assess the

structural condition (Ji and Chang 2008, Ni et al. 2011). To measure the structural displacement,

conventional sensors such as accelerometers, GPS, and LVDTs have been widely used. However,

these sensors have one of following problems; a) it indirectly measures the displacement, b) the cost

is relatively high, or c) it is hard to install or maintain. For example, the accelerometer which is one

of the widely used sensors measures the displacement by integrating the acceleration signal twice. Due

to the signal drift, however, the integrated displacement is neither stable nor accurate (Park et al.

2005). As another example, GPS estimates the displacement with high accuracy. Especially the best

class RTK (Real Time Kinematic)-GPS can measure the displacement with an accuracy of a few
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millimeters, while the cost is relatively high (more than 20,000 USD for static RTK-GPS and 150,000

USD for dynamic RTK-GPS) (Psimoulis et al. 2008, Xu et al. 2009, Casciati and Fuggini 2011).

To solve the problems, various vision-based displacement monitoring systems have been researched as

alternative solutions. Most of the vision-based displacement monitoring systems installs the targets

on the structure and a camera on a fixed point captures the movement of the targets from afar

(Marecos et al. 1969, Leith et al. 1989, Stephen et al. 1993, Olaszek 1999, Wahbeh et al. 2003, Lee

and Shinozuka 2006, Ni 2009, Park et al. 2010). Although the vision-based displacement monitoring

system directly estimates the displacement with the relatively low cost, the displacement can be

estimated only if the line of sight is assured. In other words, most of the vision-based systems are

highly affected by the external changes such as weather or illumination since the distance between

the camera and the target is relatively long.

Therefore, Myung et al. (2011) suggested a paired structured light (SL) system to directly estimate

the displacement while keeping the cost relatively cheap and making it robust to the external

environmental changes. The proposed system is composed of two screens facing with each other,

each with a camera, a screen, and one or two lasers. In this system, the laser on each side projects

its parallel beam to the screen on the opposite side and 6-DOF displacement between two sides can

be calculated from the positions of the three projected laser beams. Though the proposed system can

be used to successfully estimate the translational and rotational displacement each in 3-DOF, the

observable range is limited by the limited screen size. To mitigate this problem, Jeon et al. (2011)

proposed a visually servoed paired structured light system (ViSP) which combines the visual

servoing technique to the former paired SL system. The idea of the proposed system is to control

the positions of the projected laser beams to be on the screen all the time. Since the manipulators

force the projected laser beams to be inside the screen boundary, the proposed system can estimate

the displacement regardless of its magnitude. Furthermore, the proposed system is significantly

economical compared to the cost of GPS since the total cost of the proposed system including PCs,

lasers, cameras, motors, and bluetooths is roughly 2,000 USD.

The kinematic equation of this system represents the relationship between the displacement and

the observed positions of projected laser beams which are controlled by the manipulator. To solve

the kinematics, the conventional iterative method such as Newton-Raphson or extended Kalman

filter (EKF) was used assuming the displacement is stationary in a short time interval. However,

these iterative methods take relatively long computation time to converge and the estimation of

displacement cannot be done in one cycle at high frequencies of motion. To cope with this problem,

novel incremental displacement estimation (IDE) algorithm which updates the previously estimated

displacement with the difference of the previous and the current projected laser beam positions is

introduced. Since the proposed algorithm directly calculates the updated displacement just in one cycle, it

is more suitable for estimating the dynamic displacement in comparison with the conventional iterative

algorithms. The remainder of this paper is organized as follows. In Section 2, the configuration of

the ViSP is described. In Section 3, the kinematics of the system and the incremental displacement

estimation algorithm are presented. In Section 4, simulations and experiments were conducted to

validate the performance of the proposed algorithm. Conclusions are discussed in Section 5.

 

2. Visually servoed paired structured light system

To estimate the 6-DOF displacement of structures, the ViSP was proposed (Jeon et al. 2011). The
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conventional SL is the process of projecting simple pattern of beam to a screen and a depth and

surface information are calculated from the captured images (Siegwart and Nourbakhsh 2004). Similar to

the conventional SL system, the proposed system projects laser beams and the translational and the

rotational displacement between two sides are calculated from the positions of the projected laser

beams and the rotation angles of the manipulators. As shown in Fig. 1, one module of the proposed

system is composed of two screens facing with each other, each with a camera, a screen, and one or

two lasers controlled by the 2-DOF manipulator. As shown in the figure, each laser projects its

parallel beam to the opposite screen and the camera near the screen captures the image of the

screen. The 2-DOF manipulator controls the positions of the projected laser beams to be on the 2D

screen all the time. Due to the relatively short distance from the screen to the camera, typically less

than 20 cm, the proposed system is less likely to be affected by the external conditions such as

weather or illumination changes. In the figure, ΣA and ΣA' represent respectively the coordinate

frames of the screen and the laser on side A. Similarly, ΣB and ΣB' represent respectively the screen

coordinate frame and the laser coordinate frame on side B.

The entire process of the proposed system is shown in Fig. 2. At first, the camera on each side

captures the image and a lens distortion is corrected. From the undistorted image, the boundary of

the screen is extracted. Since the screen size is known, the positions of the projected laser beams

Fig. 1 A schematic diagram of the visually servoed paired structured light system (Jeon et al. 2011)

Fig. 2 A block diagram of the displacement estimation process with the visually servoed 2-DOF manipulator.
IDE: Incremental Displacement Estimation algorithm
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inside the screen boundary can be calculated. Then, the rotation angles of the manipulators are

calculated so as to minimize the difference between the desired and the current laser beam

positions. In this paper, the desired laser beam position is set to be the center of the screen. The

calculated rotation angles are inputted to the PID controller and the encoder information of the

motors forms the manipulator rotation matrix. From the manipulator rotation matrices on both sides

and the positions of the three projected laser beams, the 6-DOF displacement can be calculated by

the newly proposed incremental displacement estimation algorithm since each laser position provides

two data; x and y positions.

 

 

3. Incremental displacement estimation algorithm

3.1 Kinematics of the visually servoed paired structured light system

 

The kinematics defines the geometric relationship between the observed data m = [AO, BO, BY]T

and the actual displacement p = [x, y, z, θ, φ, ψ] T. Here AO is the projected laser beam on screen A,
BO and BY are the projected laser beams on screen B. To derive the kinematics, the transformation

matrices ATB and 
BTA are used. The 

ATB is a transformation matrix that transforms the ΣB to the ΣA

consists of the product of translation matrix T(x, y, z) along the X, Y, and Z axes and the rotation

matrices Rx(θ), Ry(φ), and Rz(ψ) about the X, Y, and Z axes, respectively, as follows

(1)

where θ, φ, and ψ are the rotation angels about X, Y, and Z axes, sθ and cθ denote sinθ and cosθ,

respectively. Since the observed data m is controlled by the manipulator which rotates along X and Z

axes, not only the transformation matrix ATB or 
BTA but also the manipulator rotation matrix 

ATA' or 
BTB'

should be considered where ATA' and 
BTB' represent the transformation matrices that transform ΣA' to ΣA

and ΣB' to ΣB, respectively. In other words, the transformation matrix (
ATB) and manipulator rotation

matrix on side B, BTB' = Rx(-θBenc)·Rz(-ψBenc), are used to calculate the position of the projected laser

beam AO as follows 

(2)

where θBenc and ψBenc are rotated angles of the manipulator on side B about X and Z axes, respectively,

and ZAB is the distance in Z direction between ΣA and ΣB. Similar to 
AO, BO and BY can be obtained as

follows

(3)
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where L is the offset of the installed laser position from the center of a screen in Y direction. As z should

be zero on the projected 2D screen, the z component of AO, BO, and BY are set to zero. By putting three

constraints (2)-(4) altogether, the kinematic equation Mvs containing 6-DOF displacement p can be

derived as follows (Jeon et al. 2011)

(5)

where AOx and 
AOy denote the x and y component of 

AO, respectively.  where θAB is the

rotation angle from ΣA to ΣB about X axis, and θB is the rotation angle between ΣB and ΣB' about X axis.

Similar to , ,  and .

3.2 Incremental displacement estimation algorithm

In the previous studies (Myung et al. 2011, Jeon et al. 2011), from the nonlinear kinematic

equation Mvs, the displacement p was calculated by using the iterative methods such as Newton-

Raphson or EKF for each measurement. In other words, the iterative methods had been used based

on the assumption that the displacement is stationary in a short time interval for static and dynamic

cases. In these iterative methods, however, the estimation of displacement cannot be done in one

cycle at high frequency of motion as the computation time is relatively long. Therefore, the incremental

displacement estimation (IDE) algorithm is newly proposed in this section. In this algorithm, the 6-

DOF displacement is calculated by updating the previously estimated displacement based on the

difference between the current position of the projected laser beam and the previous one. 

Before going further, let us explain the difference of the sampling time notation. As shown in Fig.

3, the sampling time of the measurement data is Ts1 and the iterative computation is performed with

the sampling time of Ts2 between each sampling time of Ts1. Let us denote the time steps as t and k

for sampling times Ts1 and Ts2. The estimation of the displacement  by using Newton-Raphson

method can be represented as follows (Myung et al. 2011, Jeon et al. 2011)

(6)

where  is the estimated measurement by Mvs, m(k) is the measured positions of the projected laser

beams, Jp=∂Mvs/∂p is the Jacobian of the kinematic equation, and Jp
+ is the pseudo-inverse of the

Jacobian.

In case there exist uncertainties in the measurement, the EKF algorithm (Welch and Bishop 2006)

can be applied to estimate the displacement . In the prediction step of the EKF, prediction of the

 

θ
B

θAB θB–=

θ
B

ψ
B

ψAB ψB–= θ
A

θAB θA–= ψ
A

ψAB ψA–=

p̂

m̂ k( ) Mvs p̂ k( )( )=

p̂ k 1+( ) p̂ k( ) Jp
+
m k( ) m̂ k( )–( )+=

m̂ k( )

p̂



278 Haemin Jeon, Jae-Uk Shin and Hyun Myung

displacement ( ) and measurement ( ) can be obtained as follows

(7)

where P is the error covariance matrix of the displacement, Q is the covariance matrix of the system

noise, and Mvs is the kinematic equation obtained from Eq. (5), (k+1|k) means a priori estimate and

(k+1|k+1) means a posteriori estimate where k is the iteration step. 

In the observation step of the EKF, the following equation is applied

(8)

where R is the covariance matrix of the measurement noise.

Finally, the EKF update step can be applied to obtain a posteriori result as follows

(9)

By doing so, the displacement  and the displacement error covariance P can be estimated as well.

Similar to the EKF, the proposed algorithm is composed of prediction, observation, and update

steps. In the prediction step of the proposed algorithm,  is calculated by updating the previously

estimated displacement based on the difference between the previous and the current positions

of the projected laser beams. The prediction of the displacement ( ), measurement ( ), and displacement

error covariance matrix (P) can be obtained as follows:

(10)

where ∆m(t+1|t) is the difference between the current and the previous projected laser beam positions
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Fig. 3 The sampling time of the measurement data is Ts1. The iterative computation is performed with the
sampling time Ts2 between each sampling time of Ts1
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calculated by ∆m(t+1|t) =m(t+1)-  where  are positions of the projected laser beams compensated

by the current rotation angles of the manipulators. Compared to the prediction step of the EKF (Eq.

(7)), the proposed algorithm predicts the displacement, , by adding the difference of the

displacement to the previously estimated displacement. The difference of the displacement can be

calculated by multiplying Jp
+(t) with ∆m(t+1|t).

After the prediction step, the observation and update steps are performed so as to minimize the

error of the estimated and the actual positions of the projected laser beams. The observation step of

the proposed algorithm can be obtained in a similar way as follows

(11)

In the update step of the proposed algorithm, the following equation is applied

(12)

It should be noted that the proposed algorithm is performed with the sampling time of Ts1, while the

iterative algorithm is updated with the sampling time of Ts2. Since the proposed incremental algorithm

uses the previous data, it cannot be applied at the first time step. Therefore, the iterative EKF method

with multiple sub-iterations is used to find the initial displacement and the proposed algorithm is used

afterwards.

4. Simulations and experiments

4.1 Simulation results

A simulation of estimating the dynamic displacement was conducted to validate the performance

of the proposed algorithm. Three different algorithms; the proposed IDE, the EKF with 50 sub-iterations

(EKF(50)), and the EKF with 1 sub-iteration that directly uses the previously estimated displacement and

the displacement error covariance matrix (EKF(1)), have been applied to the displacement data from

the second generation benchmark study proposed by Spencer et al. (1998). In the benchmark study,

responses of the 20-story steel structure under the various seismic loads and various conditions such

as existence of the controller or types of the structural evaluation model are described. In the following

simulation, the calculated displacement of the roof, (g(t)), using the pre-earthquake evaluation

model during the 1995 Kobe earthquake without a controller is used. In other words, the displacement of

the simulation is set to as p = (xt, yt, zt, θt, φt, ψt) = (g(t), 0.01, 100, 0.05, 0.01, -0.01), where all units are

meters and radians, with the random uniform measurement noise of [-0.001, 0.001]m. Also, the

covariance matrices of the system noise and the measurement noise are set to Q = 1.0×10-6I and R =

1.0×10-6I, respectively. The estimation results using each algorithm were evaluated against the true

values based on the root mean square error (RMSE) and the coefficient of cross-correlation (CORR).

The RMSE and the CORR are defined by Eqs. (13) and (14), respectively.
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RMSE = (13)

CORR = (14)

where x1,i, x2,i, and N indicate the estimated displacement from each algorithm, ground truth, and the

total number of data points, respectively; the subscript i indicates the i th data point.

The estimation results are illustrated in Table 1 and Fig. 4. As shown in the table, the computation

time with the proposed algorithm and EKF(1) is significantly reduced by 98% compared to EKF(50).

The proposed algorithm (IDE) shows better performance compared to the EKF(1). For example, it

can be seen that the RMSEs for the proposed algorithm are 0.34 mm and 0.02o while the RMSEs

for EKF(1) are 1.20 mm and 0.05o.

4.2 Experimental results

The experimental setup is illustrated in Fig. 5; one of two sides is laid on a shaking table and

another on a fixed table. Two sides are set to be faced with each other and the lasers project their

parallel beams to the opposite side. In this paper, the shaking table is used to make the artificial

movement between two sides. To verify the performance of the system with the proposed algorithm,

the estimated displacement is compared with the result from a laser displacement sensor (CD4-

350, OPTEX FA Co., Ltd.). As shown in Fig. 6(a), each side is composed of a commercial camera, one

or two lasers, a screen sized 150 mm×100 mm, and a 2-DOF manipulator. The calculated rotation

angles of the manipulator are sent to the DSP (TI TMS320F2812) by a serial communication

module as shown in Fig. 6(b) and the motors are controlled by the PID controller afterwards.

The output encoder information from both motors is used to calculate the manipulator rotation

matrix.

The displacement was estimated using three different algorithms, EKF(50), EKF(1), and IDE, and

the laser displacement sensor. As in the simulations, the covariance matrices of the system noise and

the measurement noise are set to Q=1.0×10-6I and R=1.0×10-6I, respectively. The estimated translational

displacements are shown in Figs. 7(a) and 8(a). As shown in Figs. 7(b) and 8(b), the estimation results

from EKF(50), EKF(1), and IDE were compared with the laser displacement sensor which can be

considered as a ground truth.
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Table 1 Root mean square errors (RMSE) and cross-correlation coefficients (CORR) of dynamic displacement
estimation using three algorithms; the proposed incremental displacement estimation (IDE) algorithm,
the EKF with 50 sub-iterations (EKF(50)), and the EKF with 1 sub-iteration (EKF(1)), respectively.
The dimension of the computation time is msec/cycle

Algorithm RMSE (mm) RMSE (deg) CORR Avg. Computation Time

IDE 0.34 0.02 0.99 0.10

EKF(50) 0.56 0.15 0.99 4.25

EKF(1) 1.20 0.05 0.98 0.09
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Fig. 4 Simulation results. (a) The estimated 6-DOF displacement from three algorithms. Dashed line: estimated
displacement by using the EKF with the 50 sub-iterations (EKF(50)). Dashed dot line: estimated
displacement by using the proposed incremental displacement estimation (IDE) algorithm. Dotted line:
estimated displacement by using the EKF with 1 sub-iteration (EKF(1)). Solid line: the true value of
(xt, yt, zt, θt, φt, ψt) = (g(t), 0.01, 100, 0.05, 0.01, -0.01), where all units are in meters and radians and
(b) the error of the estimated X-axis translational displacement from each algorithm. Dashed line: error
of the EKF(50). Solid line: error of the IDE. Dotted line: error of the EKF(1)
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Fig. 5 The overall experimental setup. The distance between the two sides was set to 2 m

Fig. 6 The composition of one side of the module (Jeon et al. 2011). (a) A front view of one side of the
module and (b) a rear view of one side of the module. The motors, the serial communication module,
and DSP module are attached at the backside of the screen
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Fig. 7 Experimental results. (a) Estimated displacement of the dynamic translational displacement along X-
axis. Solid line: result from the laser displacement sensor. Dashed line: estimated displacement by
using the EKF with the 50 sub-iterations (EKF(50)). Dashed dot line: estimated displacement by using the
proposed (IDE) algorithm. Dotted line: estimated displacement by using the EKF with 1 sub-iteration
(EKF(1)) and (b) the error of the EKF(50) (Dashed line), IDE (Solid line), EKF(1) (Dotted line) in
comparison with the laser displacement sensor, respectively
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Fig. 8 Experimental results. (a) Estimated displacement of the dynamic translational displacement along Y-
axis. Solid line: result from the laser displacement sensor. Dashed line: estimated displacement by using
the EKF with the 50 sub-iterations (EKF(50)). Dashed dot line: estimated displacement by using the
proposed (IDE) algorithm. Dotted line: estimated displacement by using the EKF with 1 sub-iteration (EKF(1))
and (b) the error of the EKF(50) (Dashed line), IDE (Solid line), EKF(1) (Dotted line) in comparison
with the laser displacement sensor, respectively
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The RMSE and CORR of the estimated displacement by using the three algorithms are presented

in Table 2. It can be seen that the RMSEs of two cases with the proposed algorithm and EKF(50)

are smaller than 0.15 mm and 0.18, and the CORRs are larger than 0.9999. On the other hand, the

EKF(1) shows 0.24 mm and 0.21 as RMSEs and 0.9984 as CORR, respectively. These results show

that the proposed system more accurately estimates the displacement than the EKF(1) with the same

computation time.

5. Conclusions

In this paper, an incremental displacement estimation algorithm for the ViSP is proposed. In this

algorithm, the displacement is predicted from the previously estimated displacement based on the

difference between the previous and the current positions of the projected laser beams. After the

prediction step, the observation and update steps are performed so as to minimize the error of the

estimated and the actual positions of the projected laser points. By performing prediction, observation,

and update steps of the proposed algorithm, the 6-DOF displacement can be estimated in real time.

To validate the performance of the proposed algorithm, the simulation and the experimental tests have

been performed. The results show that the proposed algorithm can be used to estimate the displacement

with the significantly reduced computation time with the same level of accuracy compared to the

EKF(50). In comparison with the EKF(1), the proposed algorithm shows better performance with

the same computation time. Because the proposed algorithm quickly estimates the displacement

with high accuracy, the ViSP is more suitable solution for estimating the dynamic displacement. The

advantage of the proposed algorithm is clearly seen under the rapidly oscillated displacement with

the relatively large displacement as shown in the simulation result.

In the future, the multiple modules will be built and applicability of the proposed algorithm to

large structures will be tested in a testing facility. Also the algorithm for minimization of the error

propagation for multi-modules will be researched.
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Table 2 Root mean square error (RMSE) and cross-correlation coefficient (CORR) of translational displacement
along X and Y axes, respectively. Compared to the EKF(50), the computation time of the proposed
algorithm is significantly reduced by about 98%. The unit of the computation time is msec/cycle

Case Algorithm RMSE (mm) RMSE (deg) CORR Avg. Computation Time

X axis IDE 0.10 0.18 0.9999 0.09

EKF(50) 0.10 0.18 0.9999 4.23

EKF(1) 0.13 0.18 0.9995 0.08

Y axis IDE 0.15 0.18 0.9999 0.09

EKF(50) 0.15 0.18 0.9999 4.23

EKF(1) 0.24 0.21 0.9984 0.09
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