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Abstract. This paper presents an emergent pattern recognition approach based on the immune network
theory and hierarchical clustering algorithms. The immune network allows its components to change and learn
patterns by changing the strength of connections between individual components. The presented immune-
network-based approach achieves emergent pattern recognition by dynamically generating an internal image
for the input data patterns. The members (feature vectors for each data pattern) of the internal image are
produced by an immune network model to form a network of antibody memory cells. To classify antibody
memory cells to different data patterns, hierarchical clustering algorithms are used to create an antibody
memory cell clustering. In addition, evaluation graphs and L method are used to determine the best number of
clusters for the antibody memory cell clustering. The presented immune-network-based emergent pattern
recognition (INEPR) algorithm can automatically generate an internal image mapping to the input data patterns
without the need of specifying the number of patterns in advance. The INEPR algorithm has been tested using
a benchmark civil structure. The test results show that the INEPR algorithm is able to recognize new structural
damage patterns.

Keywords: emergent pattern recognition; immune network theory; hierarchical clustering; artificial immune
systems.

1. Introduction

One of the major challenges in real-world engineered systems is to identify emerging patterns, so,

the appropriate control strategies can be applied to avoid potential disasters. Many engineered systems,

such as critical civil infrastructures, power grids, and environmental systems, have experienced

unexpected failures due to unpredictable working conditions and the increased complexity of systems.

To avoid these unexpected behaviors, there is a need to enhance the ability of engineered systems in

terms of adaptability, autonomy, and reliability. The biological immune system is able to handle this

challenging problem much more efficient than engineered systems (Negoita 2005). The complex

biological systems have their ability to display emergent behaviors, which are often resilient and

robust. These emergent pattern recognition and adaptation features are desirable in engineered systems.
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Based on this observation, immune-inspired computational approaches have been investigated, and a

new area of Artificial Immune Systems (AIS) is formed.

The artificial immune systems can be defined as the abstract or metaphorical computational systems

developed using ideas, theories, and components, extracted from the natural immune system (De

Castro and Timmis 2002). The natural immune system consists of a number of different organisms

and cells, such as B-cells. The surface receptor (antibody) of an immune cell can recognize and bind

antigens (virus). When a B-cell encounters a nonself antigen that has sufficient affinity (similarity)

with its receptors, the antibody of the B-cell binds to the antigen, marking it for destruction. The

AIS seems best suited to handle the great complexity of the reality (Castiglione et al. 2001). The

reason behind this is that the natural immune system incorporates a variety of artificial intelligence

techniques, such as pattern recognition through a network of collaborating agents, adaptive learning

through memory, and an advanced selection mechanism of the best B-cells (Lanaridis et al. 2008).

The desirable characteristics of the immune system have inspired the development of artificial

immune systems for various applications (Hart and Timmis 2008). For example, Zhong et al. (Zhong

et al. 2006) employ an AIS-based unsupervised machine-learning algorithm to perform remote

sensing image classification. Chen and Zang (Chen and Zang 2009, Chen and Zang 2011) develop

AIS-based classification algorithms for supervised and unsupervised structural damage detection and

classification. (Polat et al. 2006) adopt a hybrid method that consists of fuzzy weighted pre-processing

and artificial immune recognition system for heart disease diagnosis. (Dasgupta et al. 2004)

investigate a real-value immune negative selection algorithm for aircraft fault detection. Freitas and

Timmis (Freitas and Timmis 2007) use a problem-oriented approach for the design of AIS for data

mining. 

Structural damage detection using structural health monitoring (SHM) systems have been investigated

intensively in the past few decades. (Chang et al. 2003) review a number of research projects

aiming to improve the damage detection methods including the use of novel signal processing, new

sensors, and control theory. Sumitro and Wang (Sumitro and Wang 2005) qualitatively compare

sensor technologies applied to SHM systems and introduce some new sensory technologies such as

GPS-based MMS (movement monitoring systems), PDMD (peak displacement memory devices),

and FOS (fiber optic sensors). (Weng et al. 2008) present two modal identification methods that extract

dynamic characteristics from output-only data sets collected by a wireless structural monitoring network.

(Nagayama et al. 2007) investigate the effects of time synchronization accuracy and communication

reliability in SHM applications and examine coordinated computing for the management of large

amount of SHM data. (Lu et al. 2008) use a wireless sensor system to detect structural damage with

autoregressive (AR) and the autoregressive model with exogenous inputs (ARX) method. 

This paper presents an immune-network-based emergent pattern recognition algorithm (INEPR).

Different from authors’ previous study (Chen and Zang 2009, Chen and Zang 2011) which categorize a

detected damage pattern to one of a number of known patterns, the INEPR algorithm aims to recognize

new data patterns that are not known in advance. The presented immune network-based approach

achieves emergent pattern recognition by dynamically constructing a network of antibody memory

cells as an internal image for the input data patterns. The connection of antibody memory cells depends

on the affinity among them. The antibody memory cells are evolved through a clonal immune

response initiated by each of input data. The newly generated antibody memory cells with high

affinities to the input data pattern (antigen) will be recruited into the network. The antibody memory

cells with low affinities to the input data pattern will be eliminated from the network. The continuous

recruitment and elimination of antibody memory cells allows the internal image dynamically updating its
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members to match to the input data patterns.

The antibody memory cells generated by the immune network model are classified into a

number of clusters (patterns), which is a mapping of the input data patterns. Many clustering

algorithms suffer from the limitation that the number of clusters needs to be determined in

advance (Li et al. 2008). To address this issue, a number of researchers have investigated

different ways to automatically determine the best number of clusters. There are five commonly

used approaches to estimate the number of clusters: cross validation, penalized likelihood

estimation, permutation tests, resembling, and finding the knee of an error curve (Salvador and

Chan 2004). In this paper, evaluation graphs and L method are used to find the best number of

clusters for the antibody memory cell clustering.

The rest of the paper is organized as follows. Section 2 gives an overview of the immune-

network-based emergent pattern recognition algorithm. Section 3 introduces a benchmark structure

used for algorithm verification. Section 4 describes the generation of antibody memory cells

using an immune network computational model. Sections 5 and 6 present the construction of

antibody memory cell clustering using hierarchical clustering algorithms and the determination of

the best number of clusters using evaluation graphs and the L method. Section 7 validates the

ability of the INEPR algorithm for the recognition of new damage patterns using a benchmark

civil structure. Section 8 discusses the impact of model parameters on the number of memory

cells and the impact of cluster dissimilarity, number of input data points, and the dissimilarity

measure on the performance of the L method. Finally, conclusions are made in Section 9.

2. Overview of immune-network-based emergent pattern recognition algorithm

The goal of emergent pattern recognition is to recognize new data patterns when they emerge. The

immune network allows its components to change and learn patterns by changing the strength of

connections between individual components. The immune network theory (Jerne 1974) suggests that

the immune system is composed of a regulated network of cells and molecules that recognize one

another even in the absence of antigens. As shown in Fig. 1(a), an antigen is recognized by an

antibody through the binding between the paratope of the antibody and the epitope of the antigen.

An antibody possesses a unique idiotope, which can be recognized by the paratopes of other

antibodies. The behavior of the immune network theory is illustrated in Fig. 1(b) (De Castro and

Timmis 2002). When the immune system is primed with an antigen Ag, its epitopes are recognized

by a set of different paratopes, called P1. The set P1 also recognizes a set of idiotopes of antibodies,

called I2. Since the set P1 recognizes both the epitopes of the antigen and I2, the set I2 is called the

internal image of the epitopes of the antigen. The set I2 is also recognized by a set P2 of paratopes

of antibodies. Following this recognizing scheme, an immune network of interaction is formed

(Timmis et al. 2008).

The presented immune-network-based emergent pattern recognition algorithm uses feature vectors

and their affinities to find an internal image for the input data patterns. In pattern recognition, the

patterns to be classified are usually the groups of measurements, defining points in an appropriate

multidimensional space (Theodoridis and Koutroumbas 2008). The measurements used for the

classification are described by features. If p features are used fi, i=1, 2,…, p, these p features can

form a feature vector F=( f1, f2,…, fp)
T, where T denotes transposition. A feature vector is a point in

P dimensional space RP. The affinity of two measurements is defined as a function of the distance

between the corresponding feature vectors of the measurements. Usually, the shorter distance means
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higher affinity and the longer distance means lower affinity. Let β = (β1, β2,...,βP)
T and γ = (γ1, γ2,...,

γP)
T denote two feature vectors. The affinity between the two feature vectors can be defined as Eq.

(1), where dis(β, γ) denotes the Euclidian distance between two feature vectors as shown in Eq. (2).

aff(β, γ) = 1/dis(β, γ) (1)

dis(β, γ) = (2)

The INEPR algorithm uses time series of sensor data, such as acceleration, collected by sensors of

a monitoring network for damage pattern recognition. Since the dimension of a sensor data time

series is too large to be used as feature vectors, it is important to find a representation at a lower

dimensionality that preserves the fundamental characteristics of the original time-series data. The

dimension reduction is achieved through feature extraction. Feature extraction consists of two

equally important parts: feature selection and feature generation. In feature selection, data attributes

with high discrimination capability are identified that can lead to large between-class distance and

small within-class variance within the feature vector space. In feature generation, the goal is to

discover compact and informative representations, based on the feature selection findings, for a

given set of sensor measurements. Many high-level representations of time series data have been

proposed for data mining, including Single Value Decomposition, Discrete Fourier Transformation,

Discrete Wavelet Transformation, and Piecewise Approximation. In this study, autoregressive algorithm

is chosen to model a sensor data time series. This method is effective in detecting bulk changes in

structural properties (e.g., damage that affects the global mass or stiffness properties of the system).

For AR-based feature extraction, each sensor data time series X is fitted into an AR model of order p

as shown in Eq. (3). 
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Fig. 1 Immune network (De Castro and Timmis 2002)
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where αi , i = 1,2,... p is the coefficient of the AR model; rk, k = p + 1,..., n is the residual between the

measurement data and the AR model value. The vector, α = (α1, α2,...,αp)
T, a collection of the AR

coefficients, is selected as the feature vector of the sensor data time series X.

To generate antibody memory cells, sensor data feature vectors are used as antigens to stimulate

an antibody set as shown in Fig. 2. The antibodies whose feature vectors have high affinities with the

sensor data feature vectors will remain in the antibody group P1. A small percentage of antibodies

with highest affinities to the sensor data feature vector will be selected as antibody memory cells to

join the I2 set. The generated antibody memory cells serve as an internal image of the input data

patterns. The INEPR algorithm consists of four major steps as shown in Fig. 3. These steps include

data preprocessing, antibody memory cell generation with immune network model, generating hierarchical

clustering of the antibody memory cells using hierarchical clustering algorithms, and classifying the

antibody memory cells by automatically determining the number of clusters.

In the first step, sensor data are normalized to remove environmental effects. Sensor data from multiple

Fig. 2 Immune network components in the INEPR algorithm

Fig. 3 Overview of the INEPR algorithm
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sensors are reduced to lower dimensions using Principal Component Analysis (PCA) method. To

extract feature vectors from sensor data, the resulting time series from the PCA method are fitted

into AR models. The coefficients of AR models are used to form feature vectors for each data

pattern. In the second step, an immune-network-based computational model is used to dynamically

construct a network of antibody memory cells to represent the input data patterns. The number of

antibody memory cells should be less than the number of original input data feature vectors. The

connection of antibody memory cells depends on the affinity among them. The antibody memory

cells are generated through the stimulation of antigens (input data) to the antibody set and keeping

the antibodies with high affinities to the antigen. In the third step, a hierarchical clustering algorithm

is used to create a hierarchy of nested clusterings for the generated antibody memory cells. In the

fourth step, the INEPR algorithm employs the evaluation graphs and the L method proposed in

(Salvador and Chan 2004) to determine the best number of clusters and uses this number to classify

antibody memory cells into different clusters to represent each data pattern. 

3. Benchmark structure used for algorithm verification

To test algorithms presented in this paper, a benchmark structure proposed by the IASC-ASCE

(International Association for Structural Control - American Society of Civil Engineers) SHM Task

Group (Johnson et al. 2000) is selected. The benchmark structure shown in Fig. 4 is a 2×2 bay, four

story scaled structure in the Earthquake Engineering Laboratory at the University of British Columbia

(UBC). In experimental tests, a number of damage cases were simulated by removing braces and

losing bolts in the test structure. The details of the simulated damage patterns are listed in Table 1. 

In experimental tests, a DasyLab data acquisition system was used to acquire 16 channels of data

in each test (Beck et al. 2002). A total of 15 accelerometers were instrumented in benchmark structure to

measure the acceleration of the structure, three accelerometers for each level. The 16th channel

Fig. 4 IASC-ASCE benchmark structure (Photo courtesy Prof. Carlos Ventura, UBC)
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collects the excitation or ambient noise. Tests were performed with three types of excitation: ambient

vibration, electrodynamic shaker, and sledge hammer for impact testing. The data directory contains

three folders, ambient data directory, shaker data directory, and hammer test data directory. Each

configuration has one data file. All data files begin with the characters ‘shm’. The next two characters

describe the test configuration, and the last 1-3 characters describe the excitation type.

To generate feature vectors, 54 time series are formed for each data pattern. Each time series

consists of 4000 data points. For each sensor, the first time series starts from 3000th data point of the

sensor data file. The second time series is formed by advancing 150 data points from the first time

series. In other words, it starts from 3150th data point of the sensor data file. To remove environmental

effects, sensor data are normalized. Let matrix Z = (zij)m×n, i = 1,2,...,15, j = 1,2,...,4000 denote time

series from 15 accelerometers and  denote the time series of the ith accelerometer.

The normalized acceleration data Y = (yij)m×n can be calculated by Eq. (4)

(4)

where yij is the normalized value of the corresponding zij, µi and σi are the mean and standard deviation

of the time series . Fifteen time series are then compressed into one time series using the principal

component analysis method. Once 54 of compressed time series are generated for each data pattern, the

autoregressive models are used to fit to 54 time series. The AR order is selected to be 20. The

coefficients of the AR models are used to form 54 feature vectors for each pattern.

4. Antibody memory cell generation using an immune-network-based computational

model

The aim of the immune network model is to generate a set of antibody memory cells for the input

data patterns. The antibody memory cells can represent the data structure of the input data set. The

memory cells are interconnected by links with associated connection strength. The connection

strength among memory cells depends on their affinities. The memory cells are generated by a

series of clonal immune responses that are initiated by antigens (input data) to the antibody set. As
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Table 1 The configurations of the simulated damage patterns

 Configuration  Data pattern  Description

 1  Normal  Fully braced configuration

 2  Damage 1  Missing all east side braces

 3  Damage 2  Removed braces on all floors in one bay at south east corner

 4  Damage 3  Removed braces on 1st and 4th floors in one bay at south east corner

 5  Damage 4  Removed braces on 1st floor in one bay at south east corner

 6  Damage 5  Removed braces on all floors on east face, and 2nd floor braces on north face

 7  Damage 6  All braces removed on all faces

 8  Damage 7  Configuration 7, plus loosen bolts on all floors - both ends of beams on east face,
 north side

 9  Damage 8  Configuration 7, plus loosed bolts on floors 1 and 2 - both ends of beams on
 east face, north side
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proposed by immune network theory, antibody memory cells will compete for antigenic recognition.

The antibodies that can successfully recognize antigen (having high affinity with the antigen) will

be cloned and mutated. The newly generated antibodies with high affinities to the antigen will be

recruited into the antibody memory cell set. The antibodies who fail to recognize antigen (having

low affinity with the antigen) will be eliminated from the antibody memory cell set to improve the

affinity level of the representative antibody memory cells. The continuous recruitment and elimination

of memory cells not only provides a competition mechanism to control the survival of memory cells

in the network, but also offers great potential to discover memory cells which are able to bind with

unpredictable invaders (new data patterns) (De Castro and Timmis 2002).

Fig. 5 Flowchart of the immune network model
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A number of computational models based on the immune network theory have been developed and

applied for data mining, classification, pattern recognition, and multimodal function optimization

(Shen et al. 2008). aiNet (De Castro and Von Zuben 2001) is one of the artificial immune network

models with the goals of clustering and filtering input data set. The output of the aiNet model is a

reduced data set of the input data and data structure information, including the spatial distribution of

antibody memory cells. Fig. 5 shows the flow chart of the aiNet model. The antibody set A and the

antibody memory cell set M are firstly initialized. The initial antibody set A is randomly generated,

and the initial antibody memory cell set M is an empty set. Each antigen agj stimulates the evolution

of the antibody set A. The affinities among the stimulating antigen and the antibodies in the

antibody set A are calculated. The antibody set A is sorted in descending order based on the affinity

values. The top n antibodies in A are selected. The selected antibodies will be cloned and mutated,

and saved to the data set B. The ζ% of the cloned and mutated antibodies in B with highest

affinities to the antigen agj is saved to the clonal matrix Mj. The antibody clones in Mj will suffer a

natural death elimination and clonal suppression. In the natural death elimination process, antibodies

in Mj, whose distances to the antigen agj are greater than the natural death threshold σd, are

eliminated. The remaining antibody clones in Mj will subject to a clonal suppression process. If the

distance between two antibody clones is less than the suppression threshold σs, one of the antibodies will

be eliminated from Mj. The antibody memory cells after the natural death elimination and clonal

suppression process form a resultant clonal memory Mj
* for the antigen agj. The antibody memory

cells in Mj
* are then added to the antibody memory cell set M.

After all the antigens stimulate the antibody set, the newly generated memory cell set M will

suffer a network suppression process which is similar to the clonal suppression process. The

purpose of the network suppression is to further reduce the number of the antibody memory cells in

M. The resulting memory cell set M will be incorporated to form a new antibody set A for the next

iteration. The iteration for the evolution of antibody memory cell set and the generation of antibody

memory cell set will continue until the stopping criterion is met. 

The aiNet model has been successfully applied to generate antibody memory cells for three data

patterns of the benchmark structure: Normal, Damage 1, and Damage 3, defined in Table 1. The

generation of feature vectors for these data patterns is described in Sections 2 and 3. To visualize

Fig. 6 Three input data patterns to the INEPR model
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feature vectors, the 20-dimensional feature vectors are reduced to three dimensions using PCA

dimension reduction method. The feature vectors for these three data patterns are shown in Fig. 6.

The antibody memory cells generated by the aiNet are a reduced data set to represent the feature

vectors of these three data patterns. To visualize antibody memory cells, 20-dimensional antibody

memory cells are also reduced to three dimensions using PCA method. The antibody memory cells

after dimension reduction are shown in Fig. 7. The spatial distribution of antibody memory cells are

typically represented by a certain type of distance. The Euclidean distances among antibody memory

cells are used in Fig. 7.

5. The hierarchy of nested clusters of the antibody memory cells

To determine the structure of the antibody memory cell set M shown in Fig. 7, we need to find

out how many clusters the M has, the number of memory cells belonging to each data pattern, and

the spatial distribution of each pattern. Hierarchical clustering techniques (Chiu et al. 2001, Theodoridis

and Koutroumbas 2008) are robust network interpretation strategies. In this work, hierarchical

clustering algorithms are employed to generate a hierarchy of nested clusterings for the antibody memory

cell set. The memory cell set M is a set of p-dimensional vectors M = {mci, i = 1,...,K}, where mci,

i = 1,...,K is the i-th memory cell in M and K is the cardinality of the set M. Let ∆, ∆={Ci, i =

1,...,m}, denote an m-clustering of the set M. The subset C1,...,Cm in ∆ meets following rules

•

•

•Ci Cj

For two clusterings ∆1 and ∆2, the clustering ∆1 is said to be nested in the clustering ∆2, ∆1 nested

in ∆2, when each cluster in ∆1 is a subset of a set in ∆2 and the cardinality of ∆1 is larger than the

cardinality of ∆2. For example, the clustering ∆1 = {{mc1, mc4}, {mc3}, {mc2, mc5}} is nested in ∆2

Ci ∅≠    i 1 … m, ,=,

 
m

i 1=∪ Ci M=

∪

∅ i j i j 1 … m, ,=, ,≠,=

Fig. 7 Antibody memory cells of three input data patterns
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{{mc1, mc3, mc4}, {mc2, mc5}}.

The hierarchical clustering algorithms produce a series of clusterings. If the cardinality of M is K,

the hierarchical clustering algorithms have K steps. At each step t, a new clustering is generated based

on the clustering created at the step t-1. There are two main types of hierarchical clustering algorithms:

the agglomerative and the divisive hierarchical clustering algorithms. For the agglomerative clustering

algorithms, there are K clusters in the initial clustering ∆0 and each cluster contains only one node,

one memory cell in M. At each step, two clusters are merged into one new cluster. Finally, in clustering

∆K-1, there is only one cluster, M. The divisive algorithms follow the inverse path as the agglomerative

algorithms. It starts with an initial clustering ∆0, which contains the set M. At each following step,

one selected cluster is divided into two non-empty sub-clusters. At the final step K-1, there are K

clusters. In this work, we use agglomerative algorithms to generate a hierarchy of nested clusterings

for the antibody memory cell set. The agglomerative algorithm scheme is stated in Algorithm 1.

The clusters Ci and Cj are merged into a single cluster Cq if the distance between them is the

shortest one for all the possible pairs of clusters at the level t.

When Ci and Cj are merged into a new cluster Cq, the distance between Cq and one of the old

clusters Cs, d(Cq, Cs), is a function of the form

(5)

A number of dissimilarity measures (Theodoridis and Koutroumbas 2008) use following update function

(6)

Different values of ai, aj, b, and c correspond to different distance update schemes. Commonly

used update schemes include the single link algorithm, complete link algorithm, weighted pair group

method average, unweighted pair group method average, weighted pair group method centroid,

unweighted pair group method centroid, and ward or minimum variance algorithm. In the following

two distance update schemes are used for the performance evaluation of the algorithm presented. 

•The single link algorithm. In this case, the following parameters are chosen: ai = 1/2, aj = 1/2,

b = 0 and c = -1/2. The distance measure uses the smallest distance between objects in the two

clusters as shown below. 

(7)

•The complete link algorithm. The parameters for the complete link algorithm are: ai = 1/2, aj = 1/

Algorithm 1: agglomerative algorithm scheme

Begin
Let initial clusters to be all memory cells ;
t = 0;

For the iteration t < K do
t = t + 1;
Find (Ci, Cj) such that the distance between these two clusters d(Ci, Cj) is the shortest among all cluster
distances at level t = t−1;

Merge Ci, Cj into a new cluster Cq and form 
End iteration if t=K

End

∆0 Ci mci{ }= i 1 … K, ,=,{ }=

∆t ∆t 1– Ci Cj,{ }–( )∪ Cq{ }=

d Cq Cs,( ) f d Ci Cs,( ) d Cj Cs,( ) d Ci Cj,( ), ,( )=

d Cq Cs,( ) aid Ci Cs,( ) ajd Cj Cs,( ) bd Ci Cj,( ) c |d Ci Cs,( ) d Cj Cs,( ) |–+ + +=

d Cq Cs,( ) min d Ci Cs,( ) d Cj Cs,( ),{ }=
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2, b = 0 and c = 1/2. The distance update scheme is shown below.

(8)

The distance between two clusters (cluster-to-cluster) or two memory cells (point-to-point) is

considered as the dissimilarity between them. Using different dissimilarity measures between clusters in

hierarchical clustering algorithms will result in different clusterings. However, the dissimilarity measures

between two memory cells will also affect the performance of clustering and classification. The initial

clusters in the hierarchical clustering algorithm contain only one memory cell, and the distance between

any two clusters is the distance between the two corresponding memory cells. For the antibody

memory cell set , there are K number of P-dimensional memory cells mc1, mc2,...,mcK,

which forms a matrix M. The most common dissimilarity measures between two memory cells mcr
and mcs are defined as follows. These point-to-point dissimilarity measures are used to test the

performance of the algorithm presented in section 8.
•Euclidean distance

(9)

•Cosine distance

(10)

• Standardized Euclidean (Seuclidean) distance

(11)

where D is a diagonal matrix with diagonal elements given by vj
2, which denotes the variance of the jth-

feature over the K memory cells.
•Correlation distance

(12)

where .

The hierarchy of nested clusterings generated by hierarchical clustering algorithms can be visualized by

dendrogram plots. The dendrogram is an effective means of representing the sequence of clusterings

produced by a hierarchical clustering algorithm. Fig. 8 shows the dendrogram of the antibody

memory cells shown in Fig. 7. There are 10 memory cells in Fig. 7, which correspond to leaf nodes

at the bottom of the dendrogram in Fig. 8. Each level of the dendrogram corresponds to an agglomerative

step, merging two clusters with shortest distance in the previous level to form a new cluster. For all

leave nodes, each cluster consists of only one memory cells. At the first level, memory cells 4 and

7 form a new cluster because the distance between these two memory cells is the shortest among

any other two memory cells. Memory cells 3 and 6 form a new cluster at the second level. This

cluster emerging process continues until one single cluster is formed. 

d Cq Cs,( ) max d Ci Cs,( ) d Cj Cs,( ),{ }=

M R
K P×∈

drs

2
mcr mcs–( ) mcr mcs–( )T=

drs 1
mcrmcs

T

mcrmcr
T( )

1/2

mcsmcs
T( )

1/2
-----------------------------------------------------------–=

drs

2
mcr mcs–( )D 1–

mcr mcs–( )T=

drs 1
mcr mcr–( ) mcs mcs–( )

T

mcr mcr–( ) mcr mcr–( )
T

( )
1/2

mcs mcs–( ) mcs mcs–( )
T

( )
1/2

----------------------------------------------------------------------------------------------------------------------------------------------–=

mcr
1

p
--- mcrj

j

∑ mcs, 1
p
--- mcsj

j

∑= =
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6. Determining the number of clusters of the antibody memory cell set

The output of the hierarchical algorithm is a hierarchy of nested clusters as shown in the dendrogram

plot in Fig. 8. The dendrogram can be broken at different levels to yield different number of data

patterns. Various methods to determine the best number of clusters are discussed in (Kothari and

Pitts 1999, Tibshirani et al. 2001, Sugar and James 2003, Salvador and Chan 2004, Cheong and Lee

2008, Qinpei et al. 2008). In this paper, we employ evaluation graphs and the L method (Salvador

and Chan 2004) to determine the number of clusters.

6.1 Evaluation graph

Evaluation graph is one of the evaluation methods aimed to determine an appropriate number

of clusters for a given data set by evaluating the cluster quality at different number of clusters.

An evaluation graph is a two-dimensional plot where the x-axis values are the possible number of

clusters, and the y-axis values are dissimilarity measures of a clustering consisting of x number of

clusters. The evaluation metrics used to compute the y-axis values could be dissimilarity

(distance) or similarity. These metrics can be computed globally or greedily (Salvador and Chan,

2004). Global measure computes the evaluation metric based on the entire data clustering, while

the greedy method computes the evaluation metric by evaluating only two emerging (splitting)

clusters. The metric used in the evaluation graph should be the same as the metric used in the

clustering algorithm.

To determine the best number of clusters for the antibody memory cells in Fig. 7, an

evaluation graph is generated using a greedy approach, the solid blue line in Fig. 9. The y-axis

values are the distances between two emerging clusters defined in Eq. (7). The evaluation graph

shows that the change of cluster distances is small when the number of clusters is large.

However, the cluster distances increase rapidly when the number of clusters is small, which

means that very dissimilar clusters are being merged. As a result, a reasonable number of

clusters should be in the region of curved area between the left and right regions of the

evaluation graph, or the “knee” of the graph. 

Fig. 8 The dendrogram of the antibody memory cells in Fig. 7
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6.2 Determining the number of clusters using L method

The evaluation graph in Fig. 9 suggests that the knee of the graph is the best choice of the

number of clusters for a given data set. To find the knee of an evaluation graph, the L method

introduced in (Salvador and Chan 2004) is employed. The L method is based on the shape of an

evaluation graph. As shown in Fig. 9, the right and left regions of the evaluation graph (the solid

blue line) presents linear characteristic, as a result, two straight lines, the dotted red line with

pentagon marker on the left side and the dashed magenta line with circle marker on the right side,

can be used to fit to data points in these two regions, respectively. The intersection of these two

lines is located in the region of the knee, and is an approximation of the knee. An integer x-axis

value left to the knee is then used as the best number of clusters. 

For the K number of antibody memory cells in Fig. 7, the number of clusters can vary from 1 to

K. When the number of the clusters is one, the whole memory cell set is considered as a single

cluster. To find the best number of clusters in the memory cell set, we evaluate the cluster quality

with various numbers of clusters from 2 to K as explained in the Algorithm 2. The x-axis values in

the evaluation graph are partitioned into two subsets. The points with x-values from 2 to s (2 < s <

K-1) form the first subset, denoted by SL. The remaining points form the second subset, denoted by

SR. Two lines are sought to fit these two subsets, respectively. The best-fit line pairs can be found

using various evaluation measurements. One of the possible measures could be the total least mean

square error shown below.

(13)

where g(SL) (g(SR)) is the root mean squared error of the fitting line for the points in SL (SR). The

location of the knee, x = s*, can be found using Eq. (14). 

 gs (14)

gs
s 1–

K 1–
------------- g SL( )× K s–

K 1–
------------- g SR( )×+=

s* min
s

arg=

Fig. 9 Evaluation graph of the antibody memory cells and L method
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7. Case study

To verify the ability of the INEPR algorithm for the recognition of new data patterns, two tests

were conducted using benchmark structural data. In the first test, acceleration data of the Normal,

Damage 1, and Damage 3 patterns were used to find appropriate values of the INEPR parameters.

As discussed in subsection 8.1, the number of memory cells depends on the values of four aiNet

model, σs, σd, n, and ζ. To have a reasonable number of memory cells, appropriate values for these

parameters to generate reasonable number of antibody memory cells, were found to be σs = 0.3,

σd = 5.5, n = 6, and ζ = 0.2. The feature vectors of the Normal, Damage 1, and Damage 3 patterns

are shown in Fig. 6. The generated antibody memory cells using aiNet model are shown in Fig. 7.

Once the antibody memory cells were generated, the single link hierarchical clustering algorithm

was applied to produce a hierarchical clustering, whose dendrogram plot is shown in Fig. 8. The

point-to-point dissimilarity measure was the Euclidean distance. To classify antibody memory cells,

the evaluation graph for the clustering of three data patterns was calculated, and the L method was

used to determine the best number of clusters as shown in Fig. 9. In this case, the best number of

Algorithm 2: L method to determine the number of clusters

Begin
Input the evaluation graph
i = 1;

For the iteration i < K-2 do
   i = i + 1
Divide the points in the evaluation graph into two separated subsets: the left side i points form subset SL
and the rest points at the right side form subset SR

Construct two lines that have the best fit to two subsets SL and SR
Calculate root mean square error g(SL) and g(SR) for the left and right fitting lines
Calculate the total root mean square error gs according to Eq. (13)

End iteration if i = K-2
Find the best number of clusters according to Eq. (14)

End

Fig. 10 Generated internal image for three input data patterns in Fig. 6
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clusters is 3, which locates in the curved region of the evaluation graphs. The classified memory

cells shown in Fig. 10 form an internal image of the three input data patterns in Fig. 6. In Fig. 10,

three distinct clusters of memory cells map three input data patterns. The number of memory cells

in each cluster is less than the number of feature vectors in the original data set.

In the second test, four data patterns: Normal, Damage 1, Damage 3, and Damage 4 were used.

As described in Section 3, each data pattern generates 54 feature vectors. A total number of 54*4

=216 feature vectors were generated for four data patterns. These feature vectors are shown in Fig.

11. The feature vectors in Fig. 11 were inputted to the INEPR algorithm to generate antibody

memory cells using the same set of parameter values in test 1. The dendrogram of antibody

memory cells for the four data patterns is shown in Fig. 12. The result of the L method in Fig. 13

shows that the best number of clusters in the second test is 4. The generated internal image for the

four input data patterns demonstrates that the INEPR algorithm is able to recognize the new data

pattern as shown in Fig. 14.

Fig. 11 Feature vectors of Normal, Damage 1, Damage
3, and Damage 4 data patterns

Fig. 12 The Dendrogram of antibody memory cells
for four data patterns

Fig. 13 The best number of clusters for antibody memory
cells in Fig. 12

Fig. 14 Generated internal image for four input data
patterns in Fig. 11
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8. Performance analysis

This section discusses the impact of model parameters on the number of memory cells and the

impact of cluster dissimilarity, number of input data points, and the dissimilarity measure on the

performance of the L method.

8.1 The impact of the aiNet parameters on the number of antibody memory cells

The aiNet model provides a number of parameters that allow users to manipulate to achieve

specific goals. These parameters include suppression threshold (σs), natural death threshold (σd),

number of antibodies (n) selected for clone and mutation, and (ζ%) of mutated antibodies selected

as candidate memory cells. In this subsection, the impact of these parameters on the number of

antibody memory cells is discussed. Data patterns used in the performance analysis were Normal,

Damage 1, and Damage 3 patterns.

Fig. 15 shows the relation of the number of memory cells with the suppression threshold σs. In

this figure, σs changes from 0.05 to 1.25 with a step size of 0.01. The values of rest parameters are

chosen as: n = 6, ζ% = 20%, and σd = 7.3. Fig. 15 illustrates that the number of memory cells is

very sensitive to the value σs within the range of [0.05, 0.3]. When the value σs is greater than 0.3,

the number of memory cells is very small. This result may be due to the fact that the dissimilarities

of most antibody clones and memory cells in the same pattern fall into the range of [0.05, 0.3].

Within this range, increase the value σs dramatically reduces the number of memory cells. The

larger the value σs, the higher the chance of eliminating antibody clones and memory cells in the

clonal suppression and network suppression processes. Contrarily, the smaller the value σs, the less

the chance of eliminating antibody clones and memory cells. Although, the relative large value σs will

result in a small number of memory cells, the generated antibody memory cells may lack sufficient

information to represent each data pattern. When the value σs is small, the resultant memory cell set

contains a large number of memory cells. This will cause resource waste and increase computational

overhead. The tradeoff decision should be made for both the completeness of representative information

and the reasonable number of memory cells.

Fig. 15 Number of memory cells vs. suppression thre-
shold σs

Fig. 16 Number of memory cells vs. natural death thre-
shold σd
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Fig. 16 shows the impact of the natural death threshold σd on the number of memory cells. The

values of other parameters in Fig. 16 are n = 6, ζ% = 20%, and σs = 0.17. When the value of σd is

within the range of 1.5-2.7, the number of memory cells increases quickly as the σd value increases.

This is because raising the natural death threshold will reduce the number of memory cells that are

removed in the natural death elimination. When the value of σd is greater than 3, the change of σd

value does not have a significant impact on the number of memory cells. 

Fig. 17 shows the impact of the parameter n on the number of memory cells. In Fig. 17, the

values of the parameters σs, σd, and ζ% are chosen as: σs = 0.15, σd = 3, and ζ% = 9%. For each

value of n, the number of memory cells is the average of five runs. Fig. 17 illustrates that the

number of memory cells increases as the value of n increases. The larger value of n means more

antibodies being selected for clone and mutation. This increases the diversity of antibody clones and

reduces the number of antibody clones and memory cells being eliminated in the clonal suppression

and network suppression. Fig. 18 illustrates the relation between the number of memory cells with

Fig. 17 Number of memory cells vs. n Fig. 18 Number of antibody memory cells vs. ζ

Fig. 19 Number of memory cells vs. n and ζ
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the parameter ζ. The values of other parameters in this figure are chosen as: σs = 0.15, σd = 3 and

n = 9. For each value of ζ, the number of memory cells is the average of five runs. Although the

number of memory cells fluctuates when the value of ζ changes, the trend shows the increase of the

number of memory cells for large ζ values. This result is reasonable because the large ζ value causes

more antibody clones being recruited in the natural death elimination and clonal suppression processes.

The combinational impact of the parameters n and ζ on the number of memory cells is shown in

Fig. 19. From this figure, similar conclusions can be drawn as in Figs. 17 and 18.

8.2 The impact of the input data size and the hierarchical clustering method on the per-

formance of L method

This subsection examines the impact of L method input data set size and the hierarchical

clustering method on the performance of L method. To test the effect of input data size, different

sizes of data sets are inputted into the L method algorithm. For example, when the input data set

includes all feature vectors of the Normal, Damage 1, and Damage 3 patterns, the calculated

evaluation graph and two curve fitting lines are shown in Fig. 20. The best number of clusters is

determined to be 10 by the L method algorithm because these two fitting lines intersect at 10. This

decision does not match to the right number of clusters. The correct number of clusters should be 3.

If we reduce the number of feature vectors using artificial immune network model (aiNet), the

resulting antibody memory cells for three patterns are shown in Fig. 7. Re-apply hierarchical clustering

algorithm and the L method to these antibody memory cells, the best number of clusters is found to

be 3 as shown in Fig. 9. This is the right number of clusters.

A hierarchical clustering algorithm creates a tree for the input data set using a specified method.

Methods differ from one another in how they measure the distance between clusters. Commonly available

methods include “single” - shortest distance, “complete” - furthest distance, “average” - unweighted

average distance, “weighted” - weighted average distance, “centroid” - centroid distance, “median” -

weighted center of mass distance, and “ward” - inner square distance. Using different methods in a

hierarchical clustering algorithm will result in different output clusterings, as a result, affect the

Fig. 20 L method with large number of data points
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decision of the L method since the outputs of a hierarchical clustering algorithm are the inputs of

the L method. Table 2 shows a comparison of the success rate of the L method when different

clustering methods are used. Three data patterns used in this test are Normal, Damage 1, and

Damage 3 patterns, and the point distance is evaluated by the Euclidean distance.

8.3 The impact of cluster dissimilarity on the performance of L method

The dissimilarity of sensor data clusters has a significant impact on the performance of L method

in determining the number of clusters, as a result, the success rate of the emergent pattern recognition.

The larger the dissimilarity among clusters, the better the separation of clusters is in a multidimensional

space. Fig. 21 shows the feature vectors of 9 data patterns simulated in the experimental tests of the

benchmark structure. Table 3 lists the success rate of L method in determining the number of

clusters. Two types of point distances: “Correlation” and “Cosine” and two hierarchical clustering

methods: “Average” and “Centroid” are used in the performance evaluation of L method. In test 1,

five data patterns: Normal (N), Damage 1 (D1), Damage 2 (D2), Damage 3 (D3), and Damage 4 (D4)

are evaluated. Since these 5 data patterns have a good separation (dissimilarity) from each other as

shown in  Fig. 21, the success rate of L method is 90% in Case 1, 89% in Case 2, 90% in Case 3,

Table 2 The impact of clustering method on the success rate in determining the number of clusters using L method

Single Complete Average Weighted Centroid Median Ward

Success rate (%) 93.5 77.8 94.4 89.9 96.6 93.8 46.1

Fig. 21 The feature vectors of 9 data patterns simulated in the experimental tests
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and 89% in Case 4, respectively. The success rate is the result of 100 runs. In test 2, two more data

patterns: Damage 7 (D7) and Damage 8 (D8) are included. Since Damage 8 has some overlap with

Damage 2, the success rates of the L method in test 2 are lower than those in test 1. The increased

data points input to the L method may also impact the success rate. In test 3, Damage 5 (D5) and

Damage 6 (D6) are also added into the evaluation. From  Fig. 21 we can see that Damage 5 and

Damage 6 overlap with several data patterns. As a result, the success rates of the L method are

dropped significantly as shown in Table 3. 

8.4 The impact of the dissimilarity measures on the decision of the number of clusters 

This subsection investigates the impact of dissimilarity measures, including both cluster-to-cluster

and point-to-point, on the decision of the best number of clusters of the antibody memory cells

clustering. Different types of distance measures are applied to the clustering generation and the

evaluation graph calculation. Figs. 22, 9 and 23 show the L method results when the Correlation

distance, Euclidean distance, and Seuclidean distance are used for the point-to-point dissimilarity

measure. The input data used for this test are three data patterns: Normal, Damage 1, and Damage 3

patterns. For the Correlation distance or Euclidean distance, the best number of clusters is decided to

be 3, which is consistent with the original data set. For the Seuclidean distance, the best number of

clusters is decided to be 4 instead of 3. These test results show that the type of point-to-point

Table 3 The impact of cluster dissimilarity on the success rate of L method in determining the number of
clusters

Test Data patterns in test
Success rate 

correlation - aver-
age, case 1 (%)

Success rate 
correlation - cen-
troid, case 2 (%) 

Success rate 
cosine - average, 

case 3 (%)

Success rate 
cosine - centroid, 

case 4 (%)

1 N, D1, D2, D3, D4 90 89 90 89

2 N, D1, D2, D3, D4, D7, D8 83 72 84 74

3 N, D1, D2, D3, D4, D5, 
D6, D7, D8

14 9 17 9

Fig. 22 The best number of clusters with Correlation
distance

Fig. 23 The best number of clusters with Seuclidean
distance
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distance measures should be carefully chosen for a specific application.

To find this impact statistically, four types of point-to-point distance measures listed in Eq. (9) to

Eq. (12) were applied to the INEPR model. For each type of distance measure, the INEPR model

was run 1000 times using same input data. The distributions of the best number of clusters are

shown in Figs. 24 and 25. Fig. 24 shows the distribution of L method results for different point-to-

point distance measures when the cluster-to-cluster distance measure uses single link method

(defined by Eq. (7)), while the  uses the complete link method (defined by Eq. (8)). From these two figures,

the Correlation distance or Cosine distance performs better comparing to the Euclidean distance and

Seuclidean distance for both single link algorithm and complete link algorithm in our application.

For the Cosine or Correlation distance shown in Fig. 24, 999 out of 1000 runs obtain the right results

of the best number of clusters. The performance of the Euclidean distance is better than the

Seuclidean distance and worse than the Cosine or Correlation distance, 932 out of 1000 are correct

results. Among four types of distance measures, the Seuclidean distance is the worst one. The success

rate on determining the best number of clusters is only 62.3%. Out of 1000 runs, the times

corresponding to 3 clusters, 4 clusters, 5 clusters, 6 clusters, 7 clusters, and one cluster are 623 times,

228 times, 123 times, 23 times, 2 times, and one time, respectively.

9. Conclusions

This paper presents a computational model for the emergent pattern recognition. The INEPR

algorithm is based on the immune network theory and hierarchical clustering algorithms. The goal

of the INEPR is to dynamically generate an internal image mapping to the input data patterns

without the need of specifying the number of clusters in advance. This goal is achieved through the

construction of a network of antibody memory cells, generation of a hierarchy of antibody memory

cells using hierarchical clustering algorithms, determining the best number of clusters for the antibody

memory cells using evaluation graphs and L method, and classifying the antibody memory cells to

form an internal image for the input data patterns. The INEPR model has been tested using the

experimental data of a benchmark civil structure. The test results illustrate that the INEPR model is

able to recognize new damage patterns.

The impact of model parameters on the number of memory cells and the impact of cluster

dissimilarity, number of input data points, and the dissimilarity measure on the performance of the L

Fig. 24 The distribution of the number of clusters for
different distance measures in single link
clustering algorithm

Fig. 25 The distribution of the number of clusters for
different distance measures in complete link
clustering algorithm
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method in determining the number of clusters have also been investigated. The performance

analysis shows that the suppression threshold σs has a significant impact on the number of memory

cells when its value is within the range of [0.05, 0.3]. In addition, increasing the values of σd within

the range of 1.5-2.7, n, and ζ% will increase the number of memory cells. The investigation also

shows that the cluster dissimilarity, number of input data points, and different dissimilarity measures

will result in different success rate in determining the number of clusters for the internal image.
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Nomenclature

ag : a single antigen
ag.f : the feature vector of an antigen Ag
ab : a single antibody
ab.f : the feature vector of an antibody Ab
A : a set of antibodies ( )
M : a set of antibody memory cells ( )
G : a set of antigens ( )
σd : natural death threshold
σs : suppression threshold 

A R
N P×

∈
M R

K P×

∈

G R
M P×

∈




