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Abstract. Accurate actuator tracking is critical to achieve reliable real-time hybrid simulation results for 
earthquake engineering research. The frequency-domain evaluation approach provides an innovative way 
for more quantitative post-simulation evaluation of actuator tracking errors compared with existing time 
domain based techniques. Utilizing the Fast Fourier Transform the approach analyzes the actuator error in 
terms of amplitude and phrase errors. Existing application of the approach requires using the complete 
length of the experimental data. To improve the computational efficiency, two techniques including data 
decimation and frequency decimation are analyzed to reduce the amount of data involved in the 
frequency-domain evaluation. The presented study aims to enhance the computational efficiency of the 
approach in order to utilize it for future on-line actuator tracking evaluation. Both computational simulation 
and laboratory experimental results are analyzed and recommendations on the two decimation factors are 
provided based on the findings from this study. 
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1. Introduction 
 

Real-time hybrid simulation provides a novel and effective way to observe the behavior of 
critical elements at large- or full-scale when subjected to dynamic loading. In real-time hybrid 
simulation, the structure is split into experimental substructure(s) and analytical substructure(s), 
which are physically tested in the laboratory and numerically simulated in computer program 
respectively. The structural responses under external excitation are calculated by solving the 
dynamic equations of motion using an integration algorithm. The calculated displacement 
responses from the integration algorithm are converted to command displacements using delay 
compensation methods and then imposed onto the experimental substructure(s) using 
servo-hydraulic actuators. The restoring forces of the experimental substructures are sent back to 
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the integrate algorithm to calculate the next step displacement response. This process is repeated 
until the end of the ground motion. Under recent continuous developments, the real-time hybrid 
simulation technique has become a viable alternative to the more well-established shaking table 
testing and the pseudo-dynamic testing methods (Nakashima et al. 1992, Bonnet et al. 2007, Chen 
et al. 2010). 

Unlike conventional experimental techniques such as quasi-static cyclic tests and quasi-static 
hybrid simulations, the command displacements in a real-time hybrid simulation are required to be 
imposed onto the experimental substructure(s) in a real-time manner. However, due to inherent 
servo-hydraulic dynamics, the actuator has an inevitable time delay in response to the 
displacement command, which is detrimental for both stability and accuracy of real-time hybrid 
simulations. Previous researches showed that the time delay would lead to inaccurate test results 
and even destabilize the entire simulation if not compensated properly (Horiuchi et al. 1999, 
Darby et al. 1999, Chen and Ricles 2007, Mercan 2007). Various compensation methods have 
been proposed to minimize the effect of actuator delay. Horiuchi et al. (1999) proposed 
compensation schemes for actuator delay which are based on polynomial extrapolation and linear 
acceleration assumption, respectively. Carrion and Spencer (2006) proposed a model based 
compensation method. Chen and Ricles (2007) proposed an inverse compensation derived through 
a discrete transfer function approach. These compensation methods assume constant time delay in 
real-time hybrid simulation and require accurate estimate of actuator delay. Darby et al. (2002) 
proposed a method to estimate the time delay by calculating the error between the measured and 
the desired actuator responses. Ahmadizedeh et al. (2008) proposed to estimate time delay by 
using the average of last three measured and calculated displacements instead of the measured and 
calculated displacements themselves. These two time delay estimation methods are both based on 
time domain and need to find a proper gain before the simulation. Moreover, when actuator delay 
varies throughout the simulation, constant delay compensation methods would lead to under- or 
over-compensation. To solve this problem, compensation methods based on adaptive control 
theory are explored to adjust the compensation parameter in real-time hybrid simulation, such as 
the adaptive inverse compensation (AIC) method (Chen and Ricles 2010, Chen et al. 2012) and 
the feedforward-feedback tracking control (Phillips et al. 2011). 

Experimental studies show that the effects of servo-hydraulic dynamics can be reduced but 
cannot be completely eliminated even when the most sophisticated compensation method is used 
(Chen et al. 2010, Chen and Ricles 2010, Chen et al. 2012). This poses a significant challenge not 
only to minimize the effect of actuator delay during the test but also to post-simulation assessment 
of experimental results. Since the true structural response is often not available after the 
experiment, it is necessary to conduct post-simulation actuator tracking assessment to properly 
interpret the real-time hybrid simulation results for the seismic performances of the structures 
under investigation. Most existing evaluation methods are formulated in the time domain to 
evaluate the errors between calculated displacements and measured displacements. Some of these 
include the maximum tracking error (MTE), root-mean-square (RMS) of the tracking error, the 
tracking indicator (TI) (Mercan 2007, Chen and Ricles 2010, Chen et al. 2010) and the energy 
error (EE) (Mosqueda et al. 2007a, b). These methods evaluated the actuator tracking throughout a 
real-time hybrid simulation by single parameter. Hessabi and Mercan (2012) developed a dual 
parameter evaluation method, i.e., the phase and amplitude error indices (PAEI), to identify the 
experimental errors by phase error and amplitude error through uncoupled closed-form equations. 
These time-domain based variables are very useful when applied to compare different delay 
compensation methods under same experimental scenario (Chen et al. 2010). Smaller values of 
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MTE, RMS, TI or EE often imply better actuator tracking. For the real-time hybrid simulations 
with the same ground motion input but scaled to different hazard levels, the same actuator 
dynamics could induce different values of MTE, RMS, TI, PAEI or EE due to the different 
command displacements for the actuators. Smaller values of MTE, RMS, TI, PAEI or EE thus do 
not necessarily represent better actuator tracking. The time-history dependence of TI and EE could 
also pose challenges for direct application for reliability assessment of real-time hybrid simulation 
results (Chen and Sharma 2012). An inaccurate estimate of delay estimate could result in large 
value of TI and EE but dos not necessarily deviate the simulation response from actuator response 
(Chen and Ricles 2010). 

To overcome the limitation of existing evaluation methods in time domain, Guo et al. (2013) 
proposed a frequency-domain based approach to interpret the actuator tracking in terms of 
amplitude error and phrase error. A window transform function (Harris 1978) was used to 
minimize the effect of the spectrum leakage and the concept of the equivalent frequency was 
introduced to calculate the delay in the tests. This frequency-domain based approach was verified 
first by numerical simulation and laboratory tests of predefined displacements (Guo et al. 2013) 
and then by real-time hybrid simulation results (Chen et al. 2013a). Compared with time-domain 
based evaluation methods, the frequency-domain based evaluation approach provides more 
quantitative assessment of the effect of actuator delay throughout a real-time hybrid simulation. Its 
current form however is suitable only for post-simulation assessment. The fact that this approach 
requires the entire simulation data results in low computational efficiency and prevents its 
application for potential on-line monitoring of the effect of servo-hydraulic dynamics. To this end, 
this paper explored two numerical techniques to enhance its efficiency so that only partial 
experimental data are necessary for the frequency domain based approach to quickly and 
accurately identify the error in actuator tracking. Both computational simulation and experimental 
results from real-time hybrid simulation are used to evaluate the effectiveness of the two 
techniques. 

 
 

2. Formulation of frequency-domain evaluation approach 
 

The frequency-domain based approach developed by Guo et al is first briefly described. 
Consider signals I(t) and O(t) as the calculated and measured displacements of the servo-hydraulic 
actuator in a real-time hybrid simulation, respectively. Transform these two signals from time 
domain to frequency domain using the Fast Fourier transform (FFT) transforms (Bracewell 2000), 
which can be expressed as 

                               ( ) ( )Iy f I t F
                             

(1a) 

                               ( ) ( )Oy f O t F                             (1b) 

where f denotes the frequency; t is the time variable;F represents the Fast Fourier transform; yI(f) 
and yo(f) represent the FFT of the input and output signals, respectively. 

Assuming that amplitude error and time delay between output O(t) and input I(t) leads to 

                               ( ) ( )O t K I t                                (2) 

where K and τ represent the amplitude error and time delay, respectively.  
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Applying FFT to Eq. (2) leads to 

                            
- 2( ) ( ) j f

O Iy f K y f e                               (3) 

where j is the imaginary unit and is defined as 1 . Define yn(f)=yO(f)/yI(f), which then can be 
derived as 

                             
- 2( ) j f

ny f K e                                   (4) 

Using the Euler formula leads to  

            ( ) cos(-2 ) sin(-2 )ny f K f i f     
                    

(5) 

The magnitude A0 and the phrase 0 of yn(f) can be obtained as 

                              
0 ( )nA y f K 

                             
(6a) 

             0 - arctan(sin(2 ) / cos(2 ))=-2f f f                       (6b) 

where   represents the modulus. From Eqs. (6(a)) and (6(b)), the amplitude and phase between 

calculated displacements and measured displacements can be calculated through the frequency 
response analysis and the accuracy of actuator tracking in a real-time hybrid simulation can thus be 
evaluated. The error between A0 and 1 is the amplitude error of actuator tracking, and the error 
between 0 and 0 is the phrase error. The smaller amplitude error and phase error, the more 
accurate of the actuator tracking and the more reliable of the real-time hybrid simulation results. 
Moreover, Eq. (6(b)) indicates that the time delay can be calculated by dividing the phase 0 by the 
frequency of the signal. For sinusoidal inputs and outputs with single dominant frequency, the 
value of f in Eq. (6(b)) can be easily identified as the frequency of the sinusoidal input. For signals 
with more than one dominant frequency, the concept of equivalent frequency feq is introduced for 
the calculation of time delay, which is defined as 
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(7) 

where l is the number of the displacement signal in time domain and it depends on the data length 
of the displacements measured or calculated in the tests; and p is the number of frequencies to be 
considered and is equal to the half of smallest power of two that is greater than or equal to the 
number of data,  

                             
nextpow2( )2 Lp  - 1

                             (8) 

where L is the data length; the nextpow2 function returns the smallest power of two that is greater 
than or equal to the absolute value of L (MATLAB 2009). The maximum value of fi is the half of 
sampling frequency and can be calculated as fi=Δf∙L, where the frequency interval Δf can be 
calculated as 
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                                  2
sff
p

                                  (9) 

where fs is the sampling rate for the real-time hybrid simulation. Thus when random signals are 
used, the difference between the input and output signals can also be evaluated using the amplitude 
A0 in Eq. (6(a)) and 0 in Eq. (6(b)). Substituting Eq. (7) into Eq. (6(b)) leads to an equivalent 
delay, which can be calculated as 

                               0- / (2 )eqd f                              (10) 

The equivalent delay d in Eq. (10) represents the time delay between the input and output 
signals evaluated at the equivalent frequency. The generalized amplitude Aand phase  can be 
calculated as  

                                
A FEI                                (11a) 

                            tan Im( ) / Re( )arc FEI FEI                        (11b) 

where Im(∙) and Re(∙) represent the imaginary and real part of FEI, respectively; and FEI 
represents the weighted sum ofF [I(t)]/F [O(t)] (j=1,2,…p) defined as 
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                     (12) 

For real-time hybrid simulation, perfect actuator tracking implies that the measured actuator 
response is exactly the same as the command displacement. In this ideal circumstance, no time 
delay and amplitude error exist between the input and output, i.e., d=0 and A=1. It is worth noting 
that in Eqs. (7) and (12), the amplitude of FFT for each frequency under consideration is weighted 
by the same integer power l. Guo et al. indicated that a value of 2 for the parameter l provides good 
results.  

It can also be observed from above that the frequency-domain evaluation approach requires that 
all the time-domain measured data be translated into frequency domain. The calculation of feq in Eq. 
(7) and FEI in Eq. (12) need to weigh all p frequencies with an interval of Δf. The resulted 
requirement of computational effort does not affect the post-simulation however brings challenges 
for the application of the approach towards real-time on-line tracking assessment. It is therefore 
necessary to improve the computational efficiency of the frequency based approach. 

 
 

3. Data decimation factor P 
 
For the frequency-domain approach, the computational efficiency is dependent on the amount 

of data acquired from real-time hybrid simulation. The state-of-the-art servo-hydraulic equipment 
could reach a sampling frequency as high as 2048 Hz. How to efficiently extract useful 
information from experimental data presents a challenge for the frequency-domain based approach. 
Resample the displacements from tests by decimation provides a possible way to reduce the 
amount of data so as to improve the computational efficiency. Using the MALAB function 

1201



 
 
 
 
 
 

Tong Guo, Weijie Xu and Cheng Chen 

 

“decimate” (MATLAB 2009), the test data (calculated displacements, command displacements and 
measured displacements) can be resampled in time domain through an integer parameter of P, so 
as to reduce the maximum frequency without changing the frequency interval. Greater value of P 
results in less test data and higher computational efficiency.  

 
3.1 Computational simulation 
 
Both linear elastic and nonlinear structures are considered to verify the effectiveness of data 

decimation in improving the computational efficiency in a real-time hybrid simulation (Chen et al. 
2014). 

 
3.1.1 Linear elastic structure 
For the purpose of analysis, a linear elastic single-degree-of-freedom (SDOF) structure is 

selected where the restoring force measurement from the actuator is calculated by multiplying the 
measured displacement by the linear elastic stiffness. For the real-time hybrid simulation, the 
restoring force associated with stiffness k is isolated as experimental substructure while the rest of 
the SDOF structure is modeled as analytical substructure. To eliminate possible effect of 
integration algorithms (Chen and Ricles 2007), a continuous transfer function in the Laplace 
domain is used. The fundamental frequency of the SDOF structure of the structure is 5.0 Hz for the 
purpose of numerical simulation. It is however worth noting that similar computational simulation 
results can also be observed for other frequencies. The inherent damping ratio of the SDOF 
structure is assumed to be 0.02. Based on the research by Wallace et al. (2005), the critical values 
of time delay for stability are approximately calculated as 6.4 msec., so the time delay τ is set to 1 
msec. to maintain the stability of the simulation. To verify the effectiveness of the frequency 
domain based approach with data decimation, no delay compensation method is used. The 
amplitude error introduced by actuator is set 1.1. The ground motion records, the MU2035 
component of the 1994 Northridge earthquake and the CHY101-N component of the 1999 Chichi 
earthquake, are randomly selected from the PEER Strong Motion Database. The sampling rate for 
the computational simulation is assumed to be 1024 Hz which is consistent with the 
state-of-the-art servo-hydraulic equipment. To accommodate different sampling rates from the 
ground motion records, a first order linear interpreter method is used for resampling the ground 
motion records from 100 Hz for MU2035 and 200 Hz for CHY101-N to 1024 Hz. The data length 
after interpolation is 24577 for MU2035 and 92161 for CHY101-N, respectively. Chen et al. (2013) 
showed that the scale of ground motions does not affect the effectiveness of the frequency-domain 
based approach. The original records from PEER database are therefore used in the numerical 
simulation of this study. The time history of displacement responses for linear elastic structure 
subjected to two ground motions are presented in Fig. 1. Also presented in Fig. 1 are the actual 
structural responses without time delay and amplitude error. It can be observed that the actuator 
tracking error leads to large discrepancy in simulated structural response. However, this 
comparison is often not possible since the actual structural response is often not available before or 
even after the experiments. 

Due to different data length, frequency interval in frequency analysis is 0.0313 Hz for MU2035 
and 0.0078 Hz for CHY101-N. The values of decimation factor P are selected as 1, 2, 4, 8, 16, 32, 
64, 128, 256 and 512, resulting the maximum frequency 512 Hz, 256 Hz, 128 Hz, 64 Hz, 32 Hz, 
16 Hz, 8 Hz, 4 Hz, 2 Hz and 1 Hz for the frequency-domain based approach. The amplitude A and 
the time delay d in frequency-domain evaluation approach with different factors P for the selected 
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linear structure are presented in Fig. 2. 
 
 
 

 
Fig. 1 Time histories of displacement responses for linear elastic structure  

 
 
 

 
Fig. 2 Frequency analyses with different P for linear structure 

 
 
 

0 5 10 15 20 25

-0.02

0

0.02

t(s)

D
is

pl
ac

em
en

t.(
m

)

(a) MU2035

 

 

0 10 20 30 40 50 60 70 80 90
-0.02

-0.01

0

0.01

0.02

t(s)

D
is

pl
ac

em
en

t.(
m

)

(b) CHY101-N

 

 

with delay and amplitude error without delay and amplitude error

with delay and amplitude error without delay and amplitude error

10
0

10
1

10
2

10
3

1.095

1.1

1.105

P

A

(a) amplitude

 

 

10
0

10
1

10
2

10
3

0

0.5

1

1.5

P

d 
(m

s)

(b) time delay

 

 

MU2035 CHY101-N

MU2035 CHY101-N

1203



 
 
 
 
 
 

Tong Guo, Weijie Xu and Cheng Chen 

 

 

 

Fig. 3 Computation time with different P for linear structure 
 
 
When the factor P is equal to 1, the amplitude A is identified to be equal to 1.1 in Fig. 2(a) and 

the value of equivalent delay d is 1 msec. in Fig. 2(b) for both two simulations, which agrees 
exactly with the amplitude error and time delay introduced in the computational simulation. It is 
also observed that the two indices (A and d) are almost the same for all different values of P 
smaller than 64. This implies that smaller value of the decimation factor P than 64 has little 
influence on the effectiveness of the frequency response analysis approach. However, when the 
decimation factor P becomes larger than 128, the theoretical value and simulation results become 
quite different, indicating that the larger value of P leads to poor accuracy for the approach. 

The computation time for the frequency-domain based approach with different factor P is 
presented in Fig. 3 for the linear elastic structure. For the MU2035 ground motion, the 
computational efficiency increases with larger P when P is no more than 16. The computation time 
becomes almost constant when P exceeds 16. This might be attributed to the fact that the reduced 
computational efforts cannot make up the time required for the data decimation. Similar 
observation can also be made for the simulation with ground motion CHY101-N. When the value 
of P is 16, the computation time for the frequency based analysis approach is about 50% of that 
when the value P is 1, implying that the computational efficiency of the approach is almost 
doubled by the data decimation technique. The analysis above also indicates that a value of 16 for 
P is more appropriate for improving computational efficiency while maintaining accurate analysis 
results. 

 
3.1.2 Nonlinear structure 
The influence of decimation factor P is further evaluated for structures with nonlinear behavior. 

Nonlinear structural behavior usually will lead to larger displacement response than the 
corresponding linear elastic structure, thereby resulting in larger values for the time-domain based 
variables such as TI. The nonlinear structural behavior in this study is emulated using the 
Bouc-Wen model (Wen 1980) as 

                       ( ) ( ) (1 ) ( )yr t k x t k x z t        
                 

(13a) 

In Eq. (13(a)) xy is the yield displacement of the experimental substructure and is set to 10 mm; 
k is the linear elastic stiffness of the experimental substructure and is set to 11.765 kN/mm; ƞ is the 
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ratio of the post- to pre-yield stiffness of the experimental substructure and is set to 0.01; x(t) is the 
displacement imposed on the experimental substructure by the integration algorithm; and z(t) is the 
evolutionary parameter of the Bouc-Wen model governed by the following differential equation 

1
( ) ( ) ( ) ( ) ( ) ( ) ( ) 0

q q

yx z t x t z t z t x t z t x t           
          

(13b) 

The dimensionless parameters β, γ and q in Eq. (13(b)) control the shape of the hysteretic loop 
of the experimental substructure and their values are set to 0.55, 0.45 and 2, respectively. 
Nonlinear SDOF structures with 1.0 Hz natural frequency is considered in the computational 
analysis for this section. The same MU2035 component from the 1994 Northridge earthquake and 
the CHY101-N component of the 1999 Chichi are used. It has been shown by Chen et al. (2013b) 
that for the selected Bouc-Wen model, the nonlinear structural behavior may help stabilize the 
real-time hybrid simulation with delay. The time delay τ is set to be 5 msec. for the computational 
simulation. The time history of displacement responses for the nonlinear structure subjected to two 
ground motions are presented in Fig. 4. Smaller differences can be observed than those in Fig. 1 
for the corresponding linear elastic structure. This is consistent with findings from previous 
research that nonlinear structural behavior during real-time hybrid simulation can help reduce the 
response error due to the actuator delay (Chen et al. 2013b). 

Fig. 5 presents the influence of decimation factor P on frequency response analysis for the 
nonlinear structure. Similar results to those for the corresponding linear structure in Fig. 2 can be 
observed. When the value of P is equal to 1.0, analysis of the simulation with MU 2035 gives the 
values of A and d equal to 1.102 and 5.0 msec., respectively. The relative errors are both less than 
1% when compared with the theoretical values of 1.1 and 5 msec. This again confirms that the 
frequency-domain based approach can provide accurate error identification for real-time hybrid 
simulations involving both linear and nonlinear structural behavior. When the value of P increases 
but smaller than 128, it can be observed that the amplitude parameter A in Fig. 5(a) and the 
equivalent delay d in Fig. 5(b) maintains almost constant around 1.1 and 5 msec., respectively. For 
the value of P larger than 128, analysis results of the simulation with MU2035 shows significant 
difference (about 10% relative error) from the theoretical values. This is also consistent with the 
finding from Fig. 2. However, the same frequency analysis approach still provides accurate results 
close to theoretical values for the simulation with CHY101-N, which is different from that in Fig. 
2 and could be attributed to the nonlinear structural behavior. Fig. 5 implies that the effectiveness 
of the frequency-domain based approach is not affected by the data decimation for the value of P 
smaller than 128. 

The computation time corresponding to different decimation factor P is presented in Fig. 6. The 
same trend as that in Fig. 3 can be observed, where the computation time decreases with the 
increase of P when the value of decimation factor P between 2 and 16, while it has little change 
when P is larger than 16. A value of 16 for P is again shown to improve computational efficiency 
without decreasing the accuracy of the analysis results. 

In the above analysis, the total calculation time mainly consists of two parts, namely the time 
for data decimation and the time for frequency domain evaluation (FDE). Data decimation reduces 
the time consumed in the FDE, while on the other hand, it takes some time to perform the 
decimation. Therefore, if the time saved through data decimation in the FDE can not make up the 
consumed time for data decimation, the total computational efficiency would not be improved. Fig. 
7 shows the computational time for data decimation with different values of P for nonlinear 
structure. As shown in Fig. 7, when P is 1, the time is almost 0 msec.; as P increases, the time 
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spent in data decimation in general grows. Due to data decimation, the total computation time 
would not become zero.  

 
 

 

Fig. 4 Time histories of displacement responses for nonlinear structure 
 
 

 

 
Fig. 5 Frequency-domain analysis with different P for nonlinear structure 
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Fig. 6 Computation time with different P for nonlinear structure 

 
 

 

Fig. 7 Relationship between computational time of decimation and P (MU2035) for nonlinear structure 
 
 

3.2 Application to real-time hybrid simulation results 
  
The experiments for a SDOF moment resisting frame (MRF) with an elastomeric damper 

conducted at Lehigh University (Chen and Ricles 2010) were used to further verify the 
effectiveness of data decimation technique (Ricles 2009). The SDOF MRF was used as analytical 
substructure and the elastomeric damper was tested as experimental substructure. The SDOF MRF 
has a mass of 503.4 metric tons, an elastic natural frequency of 0.77 Hz, and an inherent viscous 
damping ratio of 0.02. The elastomeric damper has a load capacity of 200 kN with a stroke of 584 
mm. The restoring force of the SDOF MRF is calculated by the Bouc-Wen model described 
previously in Eqs. (13(a)) and (13(b)). The N169E component of the 1994 Northridge earthquake 
recorded at Canoga Park was selected as the ground motion, and scaled the maximum magnitude 
of acceleration to 0.322 m/s2 to satisfy the limits imposed by the servo-hydraulic equipment (Chen 
and Ricles 2010). The explicit unconditionally stable CR integration algorithm was used for the 
real-time hybrid simulations (Chen and Ricles 2008a, b). The inverse compensation method for 
different actuator delay estimates αes (15, 29 and 45) was used to negate the effect of 
servo-hydraulic dynamics. The experimental results of the tests are presented in Fig. 8, where the 
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moment resisting frame is observed to have the maximum displacement of about 36 mm. The 
residual displacement of 22 mm indicates that nonlinear structural behavior occurred during the 
simulation. 

The date length from experimental results is 51160 resulting in a frequency interval 0.0156 Hz 
for the frequency-domain based approach. Data decimation factor P is again selected as 1, 2, 4, 8, 
16, 32, 64, 128, 256 and 512. The results of two indices (A and d) in frequency-domain evaluation 
approach are presented in Fig. 9 with different decimation factor P. Slight different values of A are 
observed in Fig. 9(a) between 1.00 and 1.02, implying that the actuator tracking has almost zero 
amplitude error for all three real-time hybrid simulations. The time delay d in Fig. 9(b) shows 
almost constant values of -15.6 msec., -0.4 msec. and 13.2 msec. for the three tests with αes equal 
to 15, 29 and 45, respectively. Unlike the computational simulation results, larger values of the 
decimation factor P than 256 are observed to lead to very small differences in the analysis results 
when compared with those of P equal to 1.0. 

 

 
Fig. 8 Displacement responses from experimental results 

 
 

 
Fig. 9 Frequency analyses with different P for real-time hybrid simulation results 
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Fig. 10 Computation time with different P for real-time hybrid simulation results 

 
 
The computation time in calculation with different decimation factor P for experiments is 

presented in Fig. 10. The computation time for the frequency analysis approach is observed to 
decrease for the value of P between 2 and 16 and then remain constant when P is larger than 16. It 
can then be reasonably argued that a value of 16 for P should be used to improve computational 
efficiency without decreasing the accuracy of the analysis results. 

 
 

4. Frequency decimation factor Q 
 

After the data are translated from time-domain to frequency-domain using FFT, equivalent 
frequency feq in Eq. (7) and FEI in Eq. (12) are weighted at each frequency intervals. For a 
real-time hybrid simulation with 20 seconds ground motion, the number of frequencies to be 
weighted in Eqs. (7) and (12) could be as high as 10240. In this section a frequency decimation 
factor Q is introduced to increase the frequency interval so as to reduce the number of frequencies 
to be weighted. In other words, only selected frequencies instead of all the frequencies are 
weighted in the frequency-domain based approach to calculate the amplitude error and time delay. 
Taking Q equals 2 for example, one frequency out of every two frequencies is used for the FDE. 
Through the frequency decimation factor, computation time consumed for the FDE is expected to 
decrease.  

 
4.1 Computational simulation 
 
The data from computational simulations presented in Figs. 1 and 3 are used to numerically 

evaluate the efficiency of the frequency decimation for the frequency domain based approach. For 
the purpose of analysis, the P factor is set to be equal to 1, which means the data are not decimated 
in time-domain and the max frequency is 512 Hz for the analysis presented in the section. 

 
4.1.1 Linear elastic structure 
The values of decimation factor Q are selected to be 1, 2, 4, 8, 16, 32, 64, 128, 256 and 512, 
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0.0313 Hz, 0.0626 Hz, 0.1252 Hz, 0.2504 Hz, 0.5008 Hz, 1.0016 Hz, 2.0032 Hz, 4.0064 Hz for 
CHY101-N. The results of the indices in frequency-domain evaluation approach, A and d, are 
presented in Fig. 11 for different values of Q. 

 
 
 

 

Fig. 11 Frequency analyses with different Q for linear structure 
 
 
 

Fig. 12 Computation time with different decimation factor Q for linear structure 
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When the value of Q is 1 (i.e., no decimation is used), the theoretical value of A and d, are 1.1 
and 1 msec., respectively, which are identical with the analysis results in Fig. 11(a) for A and Fig. 
11(b) for d. For the value of Q between 2 and 512, Fig. 11 shows almost same value of A and 
slight different values of d (0.5% relative error). The frequency decimation technique leads to 
almost same analysis results for the simulations with different ground motions when the frequency 
decimation technique is used with Q between 1 and 128. For the value of Q larger than 256, the 
frequency response analysis results start deviating from the theoretical values and show different 
values for the two ground motions. The computation time in Fig. 12 is observed to decrease 
monotonically with the increase of Q when Q is smaller than 16, and remain constant for larger 
values of Q. When the value of Q is equal to 16, Fig. 12 shows that the computation time is 
reduced to about 25% of that when the factor Q is equal to 1.0, implying that the computational 
efficiency is significantly improved. 

 
4.1.2 Nonlinear structure 
The frequency decimation technique is again evaluated for the nonlinear structure and the 

analysis results are presented in Fig. 13. Similar results to those in Fig. 11 can be observed. The 
amplitude and equivalent delay agree well with the theoretical values with maximum relative 
errors smaller than 0.1% for both A and d when the decimation factor Q is smaller than 32. 
Combined with findings from Fig. 11, it is demonstrated that the effectiveness of the 
frequency-domain based approach is not affected by the frequency decimation. The difference in 
Fig. 13 however can be observed to increase substantially when the decimation factor Q is larger 
than 32, where the relative error is 0.1% for A and 1% for d. It is therefore recommended to use no 
larger value of Q than 32. The computation time for different decimation factor Q is presented in 
Fig. 14, where the computation time for nonlinear structure with different decimation factor Q has 
the same trend as that for the corresponding linear structure. A value of 16 for Q is demonstrated to 
enable improved computational efficiency without decreasing the accuracy of the analysis results. 

 
 

 

Fig. 13 Frequency analyses with different factor Q for nonlinear structure 
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Fig. 14 Computation time with different decimation factor Q for nonlinear structure 
 
 
 
4.2 Application to real-time hybrid simulation results  
 
The real-time hybrid simulation results in Fig. 8 are used to verify the effectiveness of 

frequency decimation. Frequency decimation factor Q is again set to 1, 2, 4, 8, 16, 32, 64, 128, 256, 
512, resulting frequency interval 0.0156Hz, 0.0313Hz, 0.0626Hz, 0.1252Hz, 0.2504Hz, 0.5008Hz, 
1.0016Hz, 2.0032 Hz, 4.0064 Hz and 8.0128 Hz. The results of A and d from the 
frequency-domain evaluation approach are presented from Fig. 15 for different values of Q. When 
frequency decimation factor Q is set to 1, the analysis results in Fig. 15 are also exactly same as 
those in Fig. 9. In Fig. 15, the values of A and d from the frequency-domain approach have almost 
same values when the factor Q is smaller than 16. For a larger value of Q than 32, the analysis 
results start to deviate from those for Q equal to 1 and are considered to be more inaccurate. The 
computation time is also presented in Fig. 16 for different values of Q. Similar to that in Fig. 14, 
the computation time decreases monotonically with the increase of decimation factor Q when the 
factor Q is smaller than 32, and then remains almost constant for larger values of Q. The value of 
32 for Q is demonstrated to greatly improve computational efficiency by almost four times without 
decreasing the accuracy of the analysis results, which is consistent with the findings from the 
numerical simulation. 
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Figs. 17 and 18 with different decimation factors for the linear structure. Same analysis results as 
those in Figs. 2 and 11 can be observed in Figs. 17 and 18, where the analysis results agree well 
with the theoretical values with relative errors less than 1%. Combining the data and frequency 
decimation is shown to not affect the effectiveness of the frequency-domain based approach. 
Comparing the separate effect of the two factors P and Q on the frequency-domain based approach, 
it can also be observed in Figs. 17 and 18 that the frequency decimation factor Q has more impact 
on the accuracy of frequency response analyses than the data decimation factor P. The analysis 
results of A and d vary for different factor Q but remain almost constant for factor P. 
 

 

 
Fig. 15 Frequency analyses results with different Q 

 
 
 

 

Fig. 16 Computation time with different decimation factor Q for experiments 
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Fig. 17 Frequency analyses for linear structure (MU2035) 
 
 

 

Fig. 18 Frequency analyses for linear structure (CHY101-N) 
 
 
The computation time with regards to different P and Q is presented in Table 1, where it is 

observed that increasing the values of Q results in faster decrease in computation time than 
increasing the values of P. Figs. 19 and 20 show the frequency-domain analysis results with 
different decimation factors for nonlinear structure. Similar results to those in Figs. 4 and 13 can 
be observed implying that nonlinear structural behavior does not affect the effectiveness of the 
frequency domain based approach when both data and frequency decimation are used. The 
computation time for combining different P and Q for nonlinear structure is presented in Table 2. 
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Similar trend can be observed as those for linear structure, implying again that the nonlinear 
structural behavior does not affect the performance of the frequency domain based approach. To 
achieve accurate analysis results with minimal computation time, Figs. 19 and 20 indicate that the 
decimation factors P and Q should be no larger than 64 and 16, respectively. Similar to that 
observed in Table 1, when the values of P and Q are equal to 1 and 16, respectively, the 
computation time for the frequency response analysis is reduced to about 30% of that for both P 
and Q equal to 1. To balance the accuracy and efficiency, the value of the Q is recommended to 
select 16. If the computation time for analysis is still too large for simulation, the value of P equal 
to 16 can be used to further improve the efficiency of the analysis. 

 
 
 

Table 1 Computation time with different P and Q for linear structure (msec.) 

Q 

P 

MU2035 CHY101-N 

1 2 4 8 16 32 39.4 26.3 19.7 16.4 14.8 14.3

1 16.9 8.4 6.4 5.5 5.0 4.6 40.9 34.3 31.5 29.6 28.7 28.3

2 13.5 11.8 10.7 10.2 10.0 9.9 29.2 26.0 24.4 23.6 23.2 22.9

4 9.7 8.8 8.4 8.1 8.0 7.9 25.0 23.6 22.6 22.2 21.9 21.8

8 8.8 8.4 8.2 8.1 8.1 8.0 20.4 19.6 19.2 19.1 18.9 18.9

16 10.1 9.9 9.8 9.8 9.8 9.7 20.6 20.2 20.1 19.9 19.9 19.8

32 10.7 10.6 10.6 10.5 10.5 10.5 21.9 21.7 21.6 21.6 21.5 21.5

64 12.6 12.6 12.5 12.5 12.5 12.5 39.4 26.3 19.7 16.4 14.8 14.3

 
 
 

Table 2 Computation time with different P and Q for nonlinear structure (msec.) 

Q 

P 

MU2035 CHY101-N 

1 2 4 8 16 32 1 2 4 8 16 32 

1 13.8 7.0 5.1 4.6 4.1 3.8 42.9 27.7 20.1 16.5 14.6 13.7 

2 12.0 10.3 9.5 9.1 8.8 8.7 41.4 35.0 31.4 29.7 28.9 28.4 

4 9.3 8.5 8.0 7.8 7.7 7.7 28.4 25.5 23.5 22.6 22.1 22.0 

8 8.8 8.4 8.2 8.1 8.1 8.0 26.9 25.5 24.5 24.1 23.8 23.7 

16 9.2 9.0 8.9 8.9 8.8 8.8 19.8 18.8 18.7 18.4 18.2 18.2 

32 11.0 10.8 10.8 10.7 10.7 10.7 20.9 20.5 20.3 20.2 20.2 20.1 

64 11.6 11.6 11.5 11.5 11.5 11.5 19.6 19.5 19.3 19.3 19.2 19.2 
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Fig. 19 Frequency analyses for nonlinear structure (MU2035) 

 
 

 
Fig. 20 Frequency analyses for nonlinear structure (CHY101-N) 

 
 
5.2 Application to real-time hybrid simulation results 
 
The effect of combining the two factors to improve the computational efficiency is evaluated 

using the same experimental tests described previously. The analysis results are presented in Fig. 
21 to Fig. 23, for tests with αes=15, 29, and 45, respectively. Similar results can be observed in Fig. 
21 to Fig. 23 that combining the decimation factors P and Q does not affect the accuracy of 
analysis results when the values of P and Q are no larger than 64 and 16, respectively. This is 
consistent with findings from previous numerical simulation. Moreover, the computation time 
presented in Tab. 3 indicates that combining the two factors can help reduce the computation time 
as large as 40%. When the values of P and Q are equal to 1 and 16, respectively, the computation 
time for the frequency response analysis is reduced to about 35% of that for both P and Q equal to 
1. 
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Fig. 21 Frequency analysis results with combination of the two factors (αes=15) 
 

 
Fig. 22 Frequency analysis results with combination of the two factors (αes=29) 

 
 

Table 3 Computation time with different P and Q for experiments (msec.) 

Q 

P 

αes=15 αes=29 αes=45 

2 4 8 16 32 2 4 8 16 32 2 4 8 16 32 

1 16.1 12.5 10.6 9.5 9.0 15.4 11.3 9.4 8.5 8.0 16.3 12.4 10.6 9.6 9.1

2 20.5 18.7 17.7 17.1 16.9 20.6 18.8 17.7 17.1 16.9 20.5 18.6 17.7 17.2 16.9

4 17.4 16.5 15.9 15.7 15.5 17.6 16.6 16.0 15.8 15.6 17.3 16.4 15.8 15.6 15.5

8 15.8 15.3 15.1 14.9 14.9 15.5 15.0 14.8 14.6 14.6 15.6 15.1 14.9 14.7 14.7

16 14.6 14.4 14.2 14.2 14.1 13.7 13.5 13.3 13.3 13.2 14.1 13.9 13.7 13.7 13.6

32 14 13.8 13.8 13.7 13.7 13.9 13.8 13.7 13.6 13.6 14.6 14.4 14.4 14.3 14.3

64 15.4 15.3 15.2 15.2 15.2 14.1 14.1 14.1 14.0 14.0 14.6 14.6 14.5 14.5 14.5
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Fig. 23 Frequency analysis results with combination of the two factors (αes=45) 

 
 
 

6. Conclusions 
 
Compared with existing time-domain based techniques, the frequency-domain evaluation 

approach provides a more quantitative assessment of actuator tracking in terms of amplitude error 
and time delay. In this paper, two decimation techniques, data decimation and frequency 
decimation, are analyzed to improve the computational efficiency of the frequency-domain 
evaluation approach. Numerical simulations are first conducted and experimental tests are then 
used to verify the effectiveness of the two decimation techniques. It is demonstrated that both 
decimation techniques can help reduce the computation time thus improving the computational 
efficiency. Nonlinear structural behavior does not affect the frequency-domain based approach 
with decimation technique.  

Compared with data decimation factor P, frequency decimation factor Q has more influence on 
the accuracy and efficiency of the analysis. To balance the accuracy and efficiency, it is 
recommended to take the value of P as 16. If the computation time for analysis is still too large for 
simulation, the value of Q can be larger than 16 to further improve the efficiency of the analysis. 
Analyses for computational simulation and experimental results show that the two decimation 
techniques can help reduce the computational time as much as 60%.  

The future work of this ongoing work include: (1) integrating the proposed approach with more 
advanced signal processing techniques to further reduce the required computation time; (2) 
applying the proposed method in structures with more complicated nonlinear properties (i.e., with 
stiffness degradation) and in structures with multiple degrees of freedom; (3) further reduction in 
the computation time by selecting some key frequencies. As a result, the analysis results in the 
present study can be integrated into the frequency-domain based approach and applied towards 
real-time on-line actuator tracking assessment. 
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