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Abstract.   Recently, artificial intelligence tools are most used for structural engineering and mechanics. In 
order to predict reserve prices and prices of awards, this study proposed a novel regression prediction model 
by the intelligent Kalman filtering method. An artificial intelligent multiple regression model was 
established using categorized data and then a prediction model using intelligent Kalman filtering. The rather 
precise construction bid price model was selected for the purpose of increasing the probability to win bids in 
the simulation example. 
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1. Introduction 
 

In recent years, many fuzzy regression models are proposed to solve many kinds of practical 
problems (Esfahanipour and Aghamiri 2010, Shakouri et al. 2009). It is believed that the tool of 
fuzzy regression can be used to deal with the civil engineering problem such as the prediction of 
tendering price on roadway construction. Therefore, a new viewpoint using fuzzy regression with 
Kalman filtering is developed in this paper for a prediction model in roadway construction. Being 
subjected to severe competition for such a long time, the construction industry is currently facing 
the problems of price competition and low price bidding, often leading to narrowed profit margins. 
Therefore, bid winners have been forced to adopt the business pattern of sub-contracting in order 
to reduce their risks by transferring costs and responsibilities. The sub-contracting pattern may in 
turn have negative effects. There are several possible situations including decrease in the quality of 
construction and difficulty in managing multiple tasks at the same time. It thus becomes very 
important to select a contractor that is in excellent financial condition. A sound financial condition 
is reflective of the contractor’s reliability and capability of planning, organization, control and 
human resource management. Therefore, prior to awarding a tender, the related contractors’ 
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engineering experience and financial condition should be examined (Bubshalt and Al-Gobali 1996, 
Russell and Skibniewski 1988, Tarawneh 2004, Edum-Fotwe et al. 1996).  

To obtain public construction contracts, construction firms normally have to participate in the 
tender process. For example, most road construction projects in Taiwan are submitted for public 
tender, with the contract being awarded to the lowest bidders. Generally, constructors, including 
construction companies or responsible individuals, place low bids to increase their competitiveness. 
However, low prices often lead to low quality and low profits can lead to the construction 
company closing down. When participating in the tender process, constructors should increase 
their chances of winning bids while still ensuring profits. Scientific methods can be used to predict 
the most reasonable reserve prices for the construction project and to determine whether or not to 
place a bid and the most appropriate bid price. Authorities often have to set reserve prices for 
tenders of public construction projects. Therefore, authorities responsible for construction tenders 
should collect reserve prices from previous construction projects which can be used as a reference 
to predict reserve prices for the current project. 

Yan (2006) found the factors to evaluate construction projects for private school construction, 
using a revised Delphi questionnaire based on the fuzzy set theory. Yan determined the overall 
value of every evaluating factor in different combinations using game theory for the mathematical 
calculation process. The factors were evaluated according to the fuzzy linguistic importance level 
as obtained by examining the preferences of four different decision-making departments in private 
schools. The precise weights were then calculated through defuzzification of fuzzy weights to 
obtain total scores for possible proposal choices. These were used to develop a fuzzy decision 
making evaluation model for construction proposal evaluation. The feasibility of this method was 
proved with a case study.  

Hong (2007) found the key factors of influence on indirect fees for construction. He developed a 
model, the output being the ratio of indirect to direct fees. According to data for 187 cases 
collected for the study and the results of statistical analyses, three input factors were determined 
after comparison, including project type, construction period, and project scale (represented by 
direct fees). That study adopted fuzzy neural networks as the prediction model. The results showed 
that this model could be used to predict indirect fees for construction and provide validation data 
for predicted indirect fees. 

Lin et al. (2012) designed a model to assist the public sector to determine what would be a 
reasonable reserve price or award price. In order to ensure accurate predictions, a data 
classification system is established using fuzzy set theory. For each category of classified data, 
multiple regression analysis is applied to the linear model, the power series model, and the refined 
power series model. Following this article, in this study we attempt to build a public construction 
tender price prediction model by combining fuzzy theory with statistical refined models and 
Kalman filtering. This model is different from the tender price models previously built by others. It 
is expected that using this model it is possible to offer more accurate predictions for constructors 
and that authorities responsible for construction can use the results as reference to determine bid 
prices and set reserve prices. 

 
 

2. Fuzzy regression using T-S fuzzy model 
 

In order to establish a fuzzy regression model, the concept of the so-called Takagi-Sugeno 
fuzzy model is utilized in a fuzzy inference engine. According to this proposed regression 
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methodology, data clusters are distributed into a few overlapping clusters. A T-S fuzzy model is 
then constructed based on the regression curves obtained for different data clusters (Lin 2012). 

The fuzzy theory was originated by Zadeh (1965). He proposed the fuzzy sets to present the 
concept of uncertainty or fuzziness. Such uncertainty was different from the probability theory, 
whose uncertainty referred to the randomness of an event. For instance, Mikut et al. (2005) 
established fuzzy systems with a user-controllable trade-off between accuracy and interpretability, 
whose interpretability was maintained by the type of membership functions, rules, and inference 
mechanism; on the other hand, interpretability criteria were included in the rule evaluation. The 
multi-input multi-output fuzzy rules were developed by Takagi and Sugeno (1985) to establish a 
fuzzy polynomial regression model. According to this regression methodology, a Takagi-Sugeno 
(T-S) fuzzy model (Xu and Chen 2012) was built using the regression curve to process the 
available data with an n-th order curve fitting 
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where n denotes the necessary maximum order for optimal curve fitting. Once the order n is 
defined, it is possible to represent nonlinear relations between inputs and outputs. The parameters 
ak, k = 0, 1, …, n, are determined by defining the distance (or error) between the observed and 
estimated data points on the polynomial being minimal so as to smoothly connect the fuzzy 
regression curve.  

The nonlinear fuzzy regression model can be achieved by the fuzzy blending of each individual 
input-output realization (Hsiao et al. 2003). In this study, the data clusters of independent variables 
(e.g., the budget price, the calendar days, and the tender bond) can be described by the 
membership functions of fuzzy sets C1, C2, …, C1 that may contain overlapping regions to 
represent the dependent variable (e.g., the reserve price or the price of award). The rule of fuzzy 
inference is then described by a set of IF-THEN rules in the following (Chen et al. 2009, Lin 
2012) 
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where x is the input value (e.g., the value of an independent variable) and y is the output value (e.g., 
the value of a dependent variable), while i = 1, 2, …, r, where r denotes the number of IF-THEN 
rules. By using the center of gravity defuzzification, product inference, and single fuzzifier, the 
final output can be inferred as (Chen et al. 2009, Lin 2012) 
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assuming that ri,wi  ,2, 1,  0   and 0
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3. Kalman filter 
 
The Kalman filter scheme provides covariance for system status prediction errors, in opposition 

to the adaptation gain matrix for multiple regressions, with other model parameters which need to 
be adjusted (Lin 2001, Lin et al. 2001).  

In order to reduce relative modeling error, the Kalman filter is used to estimate parameters 
(Kim et al. 2011, Li et al. 2004, Lin 2001, Smyth et al. 1999) 

kkkk ey                              (4) 

kkk  1                              (5) 

For the time step k 
yk : the q×1 measured vector; 
Φk : the q×n observation matrix; 
θk : the n×1 row vector, including unknown system parameters which need to be identified; 
ek : the observation error vector; 
Γk : the n×n system transfer matrix which transfers the parameter vector at time step k to time 

step (k+1). 

In order to estimate the parameter vector 1


k  at time step (k+1), the multiple minimum square 
expression of iteration can be written as 
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where 
In : the identity matrix, with the order being n; 

1ky : the measured input/output vector at time step k+1; 

1W k : the weighting matrix, updated with time; 
1

1G

k : the adaptation gain matrix, updated with time; 

qI : the identity matrix, with the order being q. 

The values in the adaptation gain matrix 
1

1G

k  directly influence estimations of system 

parameters. Since the hypothesis is that there is no prior information of system parameters, 

696



 
 
 
 
 
 

A novel regression prediction model for structural engineering applications 

therefore, the initial value 0


  is set to be close to 0 at time step k=0. The initial values in the 

adaptation gain matrix ( nI10G 91
1


  at time step k=0) must converge quickly. However, with 

more cases, more data will be used and the adaptation gain will be reduced, leading to the situation 
in which system parameters cannot be accurately estimated (Lin 2001, Smyth et al. 1999). In order 
to avoid this disadvantage, this study implemented a constant forgetting factor to modify the 
Kalman filter. 

 
3.1 Constant forgetting factor 
 
In order to avoid system parameters from becoming smaller and eventually reaching turnoff, it 

is appropriate to set smaller weights to data in previous time steps. This can be done by 
introducing the forgetting factor k , which changes the expression of the correlation matrix to 

(Lin and Betti 2004, Lin and Chen 2009) 
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This will lead to a new estimation for 1


k . Because of the introduction of the forgetting factor, 

values in the adaptation gain matrix 
1

1G

k  will be enhanced, further minimizing the square error 

function.  
From the aspect of numerical implementation, the forgetting factor λk is set to be a constant (λk 

= λ, constant forgetting factor). This assumption is particularly suitable to identify system 
parameters with slow changes (Lin and Betti 2004, Smyth et al. 1999). The optimal value for the 
constant forgetting factor is in the range of 0.95-0.99, as determined by the number of system 
parameters. 

 
3.2 Extended Kalman filter model 

 
Kalman filtering can be considered to be a least squares regression method. Kalman filtering 

provides covariance of system status prediction errors and estimated parameters. This study built 
models to estimate system parameters using the Kalman filter. 

The software MATLAB 7.1 is adopted to establish Kalman filter estimation models and system 
parameters to further predict reserve prices and prices of awards for road construction. In order to 
be able to accurately estimate system parameters caused by reduced adaptation gains when the 
number of time steps increases and more data are used, this study implemented the constant 
forgetting factor to modify the Kalman filter. Data from the power series models (4 categories) 
were used to build the reserve price model, while data from the linear models (3 categories) were 
used to build the price of award model (Lin et al. 2012). 
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4. Reserve price model 
 
The Extended Kalman filter reserve price model was built with data from the power series 

models with 4 categories (Lin et al. 2012). The extended Kalman filter analysis was conducted 
with the reserve price (y) and 19 independent variables to build the reserve price model. 

Category 1 data were used to illustrate the process of model establishment. Extended Kalman 
filter analysis was conducted with the reserve price (y) and 19 independent variables, with the 
implemented constant forgetting factor being 0.95 (Fig. 1). 

The following regression model was obtained by substituting the final parameters from Fig. 1 
(the values for the last point) into the model 
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Formula (11) was used as the reserve price prediction model for category 1 data. The 
verification error was 4.92% and the prediction error was 5.47%. Models built with different 
forgetting factors and different categories were different. Here the example is the reserve price 
model built using category 1 data with the constant forgetting factor being 0.95. 
 
 

 

 
Fig. 1 System parameters for a reserve price model 
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Fig. 1 Continued 

 
 
Table 1 Comparison of verification error and prediction error for reserve price models built with different  
       forgetting factors 

Reserve price 
      Category 
 
Forgetting factor 

Category 1 Category 2 Category 3 Category 4 

Verification 
model 

0.95 4.92% 11.11% 1030.71% 2.44% 
0.96 5.95% 11.14% 458.31% 2.44% 
0.97 4.44% 11.47% 1101.19% 2.44% 
0.98 4.14% 10.28% 13931.27% 2.44% 
0.99 4.08% 10.60% 71089.63% 2.44% 

Prediction 
model 

0.95 5.47% 8.10% 1129.33% 14.91% 
0.96 8.45% 8.54% 458.29% 14.91% 
0.97 5.12% 9.18% 110026.1% 14.91% 
0.98 6.13% 8.07% 15855.46% 14.91% 
0.99 7.54% 8.85% 67150.69% 14.91% 

 
 

Different constant forgetting factors were implemented on the reserve price models built using 
data from 4 different categories. The analysis results are shown in Table 1. 
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Table 2 Comparison of verification error and prediction error for price of award models built with different  
      forgetting factors 

Price of award 
      Category 
 

Forgetting factor 
Category 1 Category 2 Category 3 

Verification model 

0.95 21.15% 6.08% 5.36% 
0.96 20.71% 6.28% 5.40% 
0.97 20.1% 6.18% 5.96% 
0.98 19.32% 6.51% 5.38% 
0.99 18.31% 6.05% 5.36% 

Prediction model 

0.95 18.75% 8.12% 17.92% 
0.96 18.01% 8.37% 18.42% 
0.97 17.11% 8.33% 17.79% 
0.98 16.44% 8.54% 18.16% 
0.99 16.52% 8.45% 17.80% 

 
 
Table 3 Results of extended Kalman filtering 

 Category  Category 1 Category 2 Category 3 Category 4 

Reserve price 
verification  
error 

4 
Forgetting 
factor 

0.95 4.92% 11.11% 1030.71% 2.44% 
0.96 5.95% 11.14% 458.31% 2.44% 
0.97 4.44% 11.47% 1101.199 2.44% 
0.98 4.14% 10.28% 13931.27% 2.44% 
0.99 4.08% 10.60% 71089.63% 2.44% 

Price of award 
verification 
error 

3 
Forgetting 
factor 

0.95 21.15% 6.08% 5.36% 

 
0.96 20.71% 6.28% 5.40% 
0.97 20.1% 6.18% 5.96% 
0.98 19.32% 6.51% 5.38% 
0.99 18.31% 6.05% 5.36% 

 
 
5. Price of award model 
 

The extended Kalman filter price of award model was built using data from a linear model, 
with 3 categories (Lin et al. 2012). Extended Kalman filter analysis was conducted with the price 
of award (y: the dependent variable), the budget price (x1: the independent variable), the calendar 
days (x2: the independent variable), and the tender bond (x3: the independent variable) to build the 
price of award model. Because the method used to build the price of award model was the same as 
the one used to build the reserve price mode, only the price of award model is illustrated in this 
article. Different constant forgetting factors were implemented for the price of award models built 
using data from 3 different categories. The analysis results are shown in Table 2. 

Table 3 shows that only the price of award model built using category 1 data with the constant 
forgetting factor being 0.99 did not require high adaptation values, because its verification error 
was decreased from 19.46% to 18.31% through Kalman filtering. Models built with other category 
data showed no improvement.  
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6. Conclusions 
 

By referencing purchase announcement guidelines by the government and previous studies, 
three factors were chosen as influential for reserve price modeling and price of award modeling for 
road construction projects. First of all, the collected cases were categorized through a 
categorization system built by applying fuzzy theory. Then the categorized data were used to build 
the reserve price model and price of award model for road construction projects using fuzzy 
regression and extended Kalman filtering. This study used data for public tenders for construction 
projects in 2005 as an example. Data from construction projects with amounts under 
NT$50,000,000 were used to develop a reserve price model and price of award model for road 
construction projects. The conclusions are summarized below: 

1. Constructors which participate in tenders may predict prices of award as a reference using 
information of the budget price, the calendar days, and the tender bond. In addition, proprietors 
may also use this model as a reference to set reserve prices. 

2. Comparison of the model built with uncategorized data and the one built with categorized 
data using fuzzy theory proved that the categorization system developed in this study could 
actually reduce errors. In other words, applying fuzzy theory to bidding price models is feasible.  

3. The optimal reserve price model was the power series model (4 categories) while the optimal 
price of award model was the linear model (3 categories). These models were selected as the 
reserve price model and the price of award model. The price of award model built with category 1 
data through extended Kalman filtering could reduce errors (the forgetting factor used was 0.99) 
from 19.46% o 18.31%. 

The reserve price model was more feasible. However, predictions of prices of award are 
probably influenced by many complex factors. Therefore, it was not practical to develop a more 
effective prediction model.  
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