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1. Introduction 
 

The worsening of global warming has compelled many 

countries to look for alternative recycled resources to 

alleviate environmental harm. Recycled material from 

industrial waste, particularly slag from steel production, has 

been found to be extremely useful in a wide range of fields 

(Lun 2008, Qasraei 2009, Han et al. 2002, Maslehuddin et 

al. 2003). Steel slag can be used to replace part of the 

cement as a binder, and can thus mitigate the secondary 

pollution caused by the production of cement. In recent 

decades, major developments in steel slag treatment and 

processing technologies have made it possible to substitute 

steel slag for natural aggregates in road construction 

(Alexandre et al. 1993, Shen et al. 2009a, b, 2010). 

Electric-arc furnace reductive slag is the reductive 

byproduct of smelting scrap steel in electric-arc furnace 

plants. According to Chen et al. (1999) and Tavakoli et al. 

(2014), 

reductive steel slag is ternary CaO(MgO)-

Al2O3(Fe2O3)-SiO2  composed mainly of calcium, 

magnesium, aluminum, iron, and silicon, with properties 

akin to those of silicate cement clinker and blast furnace 

steel slag. Wang et al. (Wang 2010, Wang et al. 2010, 2011, 

Mahmoud et al. 2012) pointed out that the hydrous oxides, 

such as CaO and MgO, in steel slag are the cause of its 

unstable volume, and that structures built with steel slag, 

and without correct regulation, would tend to show 

expansion or cracking (Huang et al. 2010, 2014, Hwang et  
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al. 2010). Therefore, adequate stabilization, quality control, 

processing, and testing measures must be taken before steel 

slag can safely be used in construction. Kuo et al. (Kuo et 

al. 2014a, b, 2015) discovered that the unstable steel slag 

would tend to cause expansion and failure after undergoing 

high temperature curing, the temperature of which 

determined the time until deterioration and the pattern of 

failure. Exposure to high temperatures (215.7°C) causes 

irreversible, monotonically increasing expansion in 

expansive cements within a relatively short time span 

(Wang et al. 2011). 

The basic principle of regression analysis is the 

generalized least squares method, which is the minimization 

of the sum of the squares of errors. The most suitable 

formula for the linear correlation between one dependent 

variable and multiple independent variables can be obtained 

from estimations based on sample data, because all 

variables are interrelated one way or another. Can be based 

on the collection of the sample data to predict the forecast 

model, and then find the best formula The curve fitting 

process in multiple nonlinear regression (MNLR) can find 

the result with the maximal multiple correlation coefficient 

and minimal relative error through logarithmic equations, 

linear equations, and exponential equations (Shi et al. 

2010). It can effectively simulate the influence of high 

temperature curing on expansive steel slag, and facilitate 

easy and reliable expansion modeling with spreadsheet 

software such as Excel (Hagan 2004). 

Many researchers have conducted numerical analyses on 

the mechanical behaviors of recycled material used in civil 

engineering; among them, Shi and Li (Shi et al. 2010) and 

Jin and Zhang (Jin et al. 2006) tested the substitution of 

recycled material for cement, and Silva et al. (Silva et al.  
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Fig. 1 The natural sand particle size distribution curve 

 

 

2013, 2015) tested the shrinkage behaviors of recycled 

concrete. Their results indicated that shrinkage strain in 

concrete tends to grow with the amount of recycled material 

used to replace cement. In terms of compressive strength, 

Murat and Aimin (Murat et al. 2004) studied the 

compressive strength of concrete made with cinder and 

silica waste using an artificial neural network (ANN) test. 

That method was also adopted by Deshpand et al. (Tavakoli 

et al. 2014), Liu et al. (Deshpande et al. 2013), Khan et al. 

(Liu et al. 2011), Mohammed et al. (Khan et al. 2013), 

Tavakoli et al. (Mohammed et al. 2010), and Chithra et.al 

(Chithra et al. 2016). They all found the ANN approach to 

be satisfactory for prediction or estimation of compressive 

strength tests. 

The literature surveyed did not make any mention of 

mathematical model for predicting cement mortar 

expansion induced by steel slag, and until now, researchers 

have only predicted compressive strength and drying 

shrinkage (Shi et al. 2010, Jin et al. 2006, Silva et al. 2013, 

2015, Murat et al. 2004, Deshpande et al. 2013, Liu et al. 

2011, Khan et al. 2013, Mohammed et al. 2010, Wang et.al. 

2014a, b, Kar et al. 2016). In this regard, the present study 

considered it plausible to find a solution through numerical 

analysis. A mathematical model was derived from 

laboratory results and the curve fitting function of Excel-

2013. Will result in expansion of steel ballast factor are: 

free calcium oxide, magnesium oxide hydration reaction, 

curing time, and conservation of the environment (Beshears 

and Tutumluer 2013). Therefore, this study is based on the 

literature review of the expansion of the impact factors were 

including water/cement ratios (W/C), curing temperatures 

(CT), curing days (CD), and substitutions (S) were used 

with linear, logarithmic, and exponential models. The result 

with a determination coefficient (R
2
) closest to 1, with 

minimal root mean squared error (RMSE), and with 

minimal mean absolute percentage error (MAPE) was 

selected. Atici et al. (2011) found that a comparable 

approach enabled effective simulation of the expansion in 

cement mortar induced by steel slag (Atici et al. 2011, Shu 

et al. 2016). 

Another approach is the use of an ANN, which is a 

useful mathematical prediction tool inspired by biological 

neural networks (Tavakoli et al. 2014). An ANN is capable 

of processing data rapidly without the need for typical 

testing mechanisms or assumptions (Wang et al. 2015, 

Sakthivel Ravichandran et al. 2016), because the neurons 

are interconnected; even when the input parameters are  

Table 1 Physical and chemical properties of the Electric arc 

Furnace Oxidizing Slag 

Chemical 

characteristics 

(%) 

Oxides (%) 

Al2O3 4.82 

SiO2 45.99 

Fe2O3 0.59 

CaO 40.40 

MgO 3.16 

K2O 0.04 

SO3 0.48 

Na2O 0.12 

TiO2 1.69 

f- CaO 1.00-1.20 

Physical 

characteristics 

Aggregate size 

(mm) 

Coarse aggregate Fine aggregate 

19- 

12.5 

12.5- 

9.5 

9.5- 

4.75 

4.75- 

2.36 

2.36- 

1.18 

1.18- 

0.6 

0.6- 

0.3 

0.3- 

0.15 

Specific gravity 

(SSD) 
2.91 2.95 2.97 3.08 3.07 3.04 2.99 2.93 

Absorption (%) 1.2 1.5 1.6 1.7 1.8 2.9 3.4 4.1 

 

 

nonlinearly correlated with the output parameters, solutions 

can be obtained through functional approximation and 

curve fitting (Aggarwal et al. 2013). Theoretically, the high 

accuracy of ANNs in prediction can be attributed to the fact 

that they can be trained repeatedly to approximate errors to 

a level suitable for an accurate prediction (Aggarwal et al. 

2013, Luo et al. 2005, Naik et al. 2013). The present study 

used the back-propagation neural network (BPN) of 

Matlab-2013, which is a gradient descent method derived 

from extending the Widrow-Hoff learning rule to a 

multilayer nonlinear differential transfer function network. 

From the perspective of curve fitting, the function 

approximation (nonlinear regression) of BPN is effective 

for the interpolation of data, but it is not necessarily 

accurate in extrapolation. 

 

 

2. Material properties 
 

2.1 Cement 
 

This study used Type I Portland cement from Taiwan 

Cement Co. Ltd, which conformed to the ASTM C150 I 

standard specification for Portland cement. 
 

2.2 Sand 
 

The natural river sand was from Ligang River in 
Pingtung County, Taiwan. The sand had a fineness modulus 
of 3.06, apparent specific gravity of 2.74, saturated-surface-
dry of 2.63, and water absorption by mass of 2.4%. Its 
particle size distribution is as shown in Fig. 1.  
 

2.3 Electric arc furnace oxidizing slag 
 

The electric-arc furnace oxidization slag (EOS) that 

oxidization slag that was used as a replacement of the 

aggregate was from a stainless steel plant of the China Steel  
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Table 2 Mix proportions 

Ratio 

prediction 

model 

experiment 

Item Cement  Water Sand EOS 

NRef. 541  262 1488 - 

CRef. 200  300 1674 - 

NEOS 10 545  264 1349 150 

NEOS 20 549  266 1208 302 

NEOS 30 553  268 1064 456 

NEOS 40 557  270 919 613 

NEOS 50 545  264 749 749 

CEOS 10 202  302 1519 169 

CEOS 20 203  305 1361 340 

CEOS 30 205  307 1201 515 

CEOS 40 207  310 1038 692 

CEOS 50 208  313 872 872 

Verification 

experimental 

model ratio 

Item Cement  Water Sand EOS 

EOS10 541  264 1349 150 

EOS15 545  265 1279 226 

EOS30 553  268 1064 456 

EOS35 555  269 934 535 

EOS65 567  275 557 1006 

 

 

Corporation. The batch was sifted with a #4 sieve to 

eliminate coarse grains. The physical and chemical 

composition of the sand is as shown in Table 1.  

 

 

3. Data collection 
 

Table 2 shows specimens of cement mortar bars with 

varied EOS substitution (S) percentages (S=10%, 20%, 

30%, 40%, and 50%) and W/C ratios (W/C=0.485 & 1.5). 

The specimens were subjected to curing temperatures (CTs) 

of 80°C and 100°C for 1-4 curing days (CDs). Non-

dimensional (Neela Deshpande et al. 2014) input 

parameters include W/C, CT, Mandatory input parameters 

called as raw data including EOS replacement for all 

cement mortar constants. The target parameter is 

Expansion, and the output value is also Expansion.  

 
3.1 Testing method 

 
Three cement mortar specimens were made for each of 

the aforementioned combinations of S, W/C, and curing, 

and they were wiped dry before being measured. The extent 

of expansion was determined by the maximum growth in 

length on the four sides of an individual 300 mm specimen. 

The calculation of expansion is expressed in Eq. (1) 

𝐸𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑒𝑑 =
𝐿0 − 𝐿1

𝐿0

× 100% (1) 

Where the specimen’s original length upon leaving the 

mold is denoted as L0, and L1 denotes the expanded length. 

 
3.2 Verification data 

Table 3 The basic model variables 

Model ID Dependent variables Number of samples MNLR BPN 

M1 S, CD 48 MNLR1 BPN1 

M2 S, CD, CT 96 MNLR2 BPN2 

M3 S, CD, CT, W/C 192 MNLR3 BPN3 

 
Table 4 Prediction equation and the coefficient of 

determination for MNLR1 

W/C 
Curing temperature 

(°C) 
Equations 

Coefficient 

determination (R2) 

0.485 

80 

yLI = 0.0015𝑆 + 0.0124𝐶𝐷 + 0.0063 0.88 

yEX = 0.0261e((0.0214𝑆)(0.1868𝐶𝐷)) 0.90 

yLO = 0.0809 log(𝑆) + 0.0619 log(𝐶𝐷) 

−0.0550 
0.80 

100 

yLI = 0.0013𝑆 + 0.0085𝐶𝐷 + 0.0339 0.70 

yEX = 0.0369e((0.0201𝑆)(0.1385𝐶𝐷)) 0.78 

yLO = 0.0779 log(𝑆) + 0.0547 log(𝐶𝐷) 

−0.0358 
0.75 

1.5 

80 

yLI = 0.0020𝑆 + 0.00067𝐶𝐷 + 0.0139 0.83 

yEX = 0.0211e((0.0343𝑆)(0.1717𝐶𝐷)) 0.89 

yLO = 0.1248 log(𝑆) + 0.0457 log(𝐶𝐷) 

−0.1015 
0.80 

100 

yLI = 0.0024𝑆 + 0.0080𝐶𝐷 + 0.0283 0.82 

yEX = 0.0387e((0.0270𝑆)(0.1520𝐶𝐷)) 0.81 

yLO = 0.0916 log(𝑆) + 0.0616 log(𝐶𝐷) 

−0.0392 
0.88 

Note: The code in the equation, LI for the multiple linear 

equations, EX as multiple exponential equation, LO for the 

multiple logarithmic equation 

 
 
The setting of a prediction model should comply with 

the practice of actual factories; therefore, a new batch of 

EOS that had not been stabilized was collected to verify the 

model through S and CD values modified by interpolation 

and extrapolation. The verified variables are shown in Table 

2.  

 

3.3 The test equipment for expansion of cement 
mortar 

 
The EOS cement mortar expansion experiment was 

carried out in this study. The length of the cement mortar 

was measured by the electronic length comparison analyzer, 

and the length of the cement mortar was measured. 

 

 

4. Methodology 
 

In the present study, three different models were used 

with established MNLR and BPN methods. For each model, 

input and output parameters were modified, as shown in 

Table 3. 

 
4.1 Multivariate nonlinear regression analysis and 

correlation coefficient 

 
Excel’s numerical analysis was used for the regression 

analysis. According to Atici (Atici et al. 2011), the validity 

of a prediction model depends on the determination  
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Table 5 Prediction equation and the coefficient of 

determination for MNLR2 

W/C Equations 
Coefficient of determination 

(R2) 

0.485 

𝑦𝐿𝐼 = 0.0014𝑆 + 0.0107𝐶𝐷 + 0.0008𝐶𝑇 − 0.0503 0.82 

𝑦𝐸𝑋 = 0.0119𝑒((0.0210𝑆)(0.1688𝐶𝐷)(0.0105𝐶𝑇)) 0.87 

𝑦𝐿𝑂 = 0.0798 log(𝑆) + 0.0589 log(𝐶𝐷) + 

01349 log(𝐶𝑇) − 0.3093 
0.78 

1.5 

𝑦𝐿𝐼 = 0.0021𝑆 + 0.0072𝐶𝐷 + 0.0011𝐶𝑇 − 0.0738 0.83 

𝑦𝐸𝑋 = 0.0038𝑒((0.0332𝑆)(0.1671𝐶𝐷)(0.0220𝐶𝑇)) 0.88 

𝑦𝐿𝑂 = 0.1174 log(𝑆) + 0.0529 log(𝐶𝐷) + 

0.2726 log(𝐶𝑇) − 0.6123 
0.79 

 

Table 6 Prediction equation and the coefficient of 

determination for MNLR3 

Equations 
Coefficient of 

determination (R2) 

𝑦𝐿𝐼 = 0.0017𝑆 + 0.0088𝐶𝐷 + 0.0009𝐶𝑇 + 0.0056𝑊/𝐶 − 0.0613 0.78 

𝑦𝐸𝑋 = 0.0073𝑒((0.0250𝑆)(0.1600𝐶𝐷)(0.0144𝐶𝑇)(0.0197𝑊/𝐶)) 0.82 

𝑦𝐿𝑂 = 0.0933 log(𝑆) + 0.0543 log(𝐶𝐷) + 0.1822 log(𝐶𝑇) 

+0.0226 log(𝑊/𝐶) − 0.4109 
0.75 

 

 
Fig. 2 Predicted Expansion vs Experimental Expansion for 

model MNLR1 to Exponential equation 

 

 

coefficient (R
2
), which is calculated as Eq. (2) 

𝑅2 = 1 −
𝑆𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 𝑜𝑓 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠

𝑆𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒𝑠
 (2) 

The closer the determination coefficient is to 1, the 

better the prediction results are. Tables 4, 5, and 6 list the 

various prediction results of MNLR1, MNLR2, and 

MNLR3, respectively. 

They all indicated that exponential equations had the 

most favorable results because the determination 

coefficients were greater than 0.6. The accuracy of 

expansion prediction was illustrated by comparing observed 

test results with the results of exponential equations through 

multiple nonlinear regression, as shown in Figs. 2, 3, and 4. 

Fig. 2 displays the prediction results of MNLR1, in which 

the a in ya,b denotes W/C, and the b denotes CT. Fig. 2 

clearly shows that the test results and prediction results had 

a highly linear relationship, indicating a highly favorable 

level of prediction accuracy. Fig. 3 is the exponential model 

of MNLR2, which reveals that when the CTs were treated 

as non-dimensional input parameters and were used as the  

 
Fig. 3 Predicted Expansion vs Experimental Expansion for 

model MNLR2 to Exponential Equation 

 

 
Fig. 4 Predicted Expansion vs Experimental Expansion for 

model MNLR3 to Exponential equation 

 

 

third variable, prediction accuracy was markedly improved 

and the model conformed more accurately to observed data. 

Fig. 4 displays the prediction results of MNLR3, which 

reveal that although curve fitting exponential equations 

were feasible for conducting multiple variable prediction 

simulation of cement mortar expansion, absolute 

coefficients alone were inadequate for the verification of 

prediction accuracy. 

MAPE can be calculated as Eq. (3), and a value less 

than 10 signifies high prediction accuracy (Lewis et al. 

1982, Jordi et al. 2011). The MAPE values in the regression 

model were 8.0858, 8.7030, 9.3428, and 8.1184 for 

MNLR1, 8.7337 and 9.2896 for MNLR2, and 10.8053 for 

MNLR3, respectively.  

 
(3) 

RMSE can be calculated as Eq. (4), where n denotes the 

number of observations. The closer the RMSE value is to 0, 

the more accurate the curve fitting result is (Ilker et al. 

2008).  

 

(4) 

The RMSE values were 0.0075, 0.0103, 0.0139, and 

0.0085 for MNLR1, 0.0089 and 0.0122 for MNLR2, and 

0.0115 for MNLR3. The fact that all of these values were 

less than 0.01 signifies high levels of reliability. The results 

of the exponential simulation model with multiple nonlinear 

regression for EOS cement mortar are shown in Table 7. 
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Table 7 Results of Multiple non-linear regression 

Model Dependent variables coefficient of determination (R2) 

Statistics parameters 

MAPE RMSE (%) 

MNLR1 

W/C=0.485, CT=80 0.90 8.0858 0.0075 

W/C=0.485, CT=100 0.78 8.7030 0.0103 

W/C=1.5, CT=80 0.89 9.3428 0.0139 

W/C=1.5, CT=100 0.81 8.1184 0.0085 

MNRL2 

W/C=0.485 0.87 8.7337 0.0089 

W/C=1.5 0.88 9.2896 0.0122 

MNRL3 -- 0.82 10.8053 0.0115 

 

 

Fig. 5 Back-propagation neural network Topology 

 
 
4.2 EOS’s back-propagation neural network 
 
Numerous algorithms have been developed for ANN 

models (Gulbandilar and Kocak 2016). Some noteworthy 

learning rules are Coincidence Learning: Hebb’s law, 

ADALINE, Performance Learning: ADALINE, 

Competitive Learning: Kohonen’s law, Filter Learning: 

Grossberg’s law, and Spatiotemporal Learning: Kosko and 

Klopf’s law. In terms of topologies, feed forward networks 

(such as backpropagation networks and radial basis function 

networks) can be distinguished from recurrent networks 

(such as the Hopfield network). Kisi (Ozgur Kisi et al. 

2007) predicted river flow rate with the conjugate-gradient 

algorithm, back propagation algorithm, cascade algorithm, 

and Levenberg-Marquardt algorithm and found that the 

prediction models of the cascade algorithm and Levenberg-

Marquardt algorithm were the closest to the observed data. 

The Levenberg-Marquardt algorithm is a feed-forward 

network that is most widely used in ANN prediction 

modeling, and back-propagation is a method that calculates 

gradients in multilayer nonlinear networks. The present 

study used a BPN, of which the topological structures are 

shown in Fig. 5. 

The study used the BPN toolbox developed by Matlab 

for three ANN models, namely BPN1, BPN2, and BPN3. 

Then, 70% of the data were assigned to the training set, 

15% to the validation set, and 15% to the testing set. The 

basic parameters were as follows:  

(a) The hidden layer contained 2 neurons. 

(b) Training was repeated 10000 times. 

(c) The minimum error was allowed to converge to 

0.00001. 

 
Fig. 6 Predicted Expansion vs Experimental Expansion for 

model BPN1 

 

 
Fig. 7 Predicted Expansion vs Experimental Expansion for 

model BPN2 

 

 

(d) The learning rate was 0.1. 

(e) The momentum factor was 0.5. 

(f) The relationship between the input and hidden layers 

was a log-sigmoid transfer function (logsig). 

(g) The relationship between the hidden and output 

layers was a linear transfer function (purelin). 

Because the functional assumptions of the BPN were 

logsig and purelin, the output values were constrained to be 

between 0 and 1. Therefore, to ensure the study’s accuracy, 

the BPN prediction data had to be normalized in advance, to 

convert the observed data to the range from 0 to 1. The 

normalization equation was as follows Eq. (5) 

𝑋𝑛𝑒𝑤 =
𝑋𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛

 (5) 

The training of a BPN is intended to minimize error by 

iterative convergence. Table 7 lists the absolute coefficients 

for the training, validation, and testing of each model and 

the whole data pool. All of the absolute coefficient values 

were greater than 0.9 and some of them were approximately 

equal to 1, which indicated that the results from the BPN 

model accurately conformed to the observed test data. 

Furthermore, whereas MNLR2 had an absolute coefficient 

of only 0.82, BPN3 had an absolute coefficient of 0.96, 

which implies that BPN3 was capable of a more accurate 

prediction than that of MNLR2. The BPN prediction values 

and observed test values are shown in Figs. 6, 7, and 8. 
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Fig. 8 Predicted Expansion vs Experimental Expansion for 

model BPN3 

 

Table 8 Coefficient determination for back-propagation 

neural network models 

Model 
Coefficient determination (R2) 

Training Testing Validation Overall data 

BPN1 0.9987 0.9973 0.9956 0.9975 

BPN2 0.9881 0.9889 0.9876 0.9872 

BPN3 0.9699 0.9770 0.9695 0.9683 

 

 
Fig. 9 Predicted Expansion vs Experimental Expansion for 

model MNLRV 

 

 

Table 8 displays the determination coefficients of the 

BPN models. The MAPE values for the three models were 

5.7799, 9.4302, and 9.8982, respectively; and the RMSE 

values were 0.00254, 0.00864, and 0.00741, respectively. 

These particularly low values indicate a particularly low 

difference between the observed data and predicted data, 

representing a highly favorable prediction accuracy (Kong 

et al. 2016). 

 

4.3 Prediction model validation 
 

The present study conducted two types of validation for 

the Multiple non-linear regression verification (MNLRV) 

and Back-propagation neural network verification (BPNV). 

Fig. 9 displays the results of the MNLRV, which was based 

on the model of MNLR3, and verified with observed test 

values taken from specimens with varied curing times. The 

comparison reveals that although a large difference existed 

between the model and verification values, you can know  

 
Fig. 10 Predicted Expansion vs Experimental Expansion for 

model BPNV 

 

 

that the current factories are to pay attention to the problem 

of steel slag expansion, and to be first to stabilize the 

operation, the verification results were all above those of 

the model, which indicated a safety range of approximately 

1.14-2.34 for the prediction model.   

Fig. 10 displays the BPNV results, which were based on 

the model of BPN3. Although the model exhibited an R
2
 

value of almost 1, which signified a particularly high 

prediction accuracy, the application of the BPN model to 

other models would be inadequate because the BPN model 

was established on specific variables. 

 

 
5. Conclusions 

 

• The MNLR results show that the exponential curve 

equation predicts that the steel slag expansion model is 

closer to the actual result. 

• BPNs can be used to predict the expansion of EOS for 

cement mortar more effectively than MNLR. 

• MNLR and BPNs have the same results, with the 

exponential model of MNLR2 matched the prediction 

results of BPN2, and both exhibited the most favorable R
2
, 

MAPE, and RMSE values. 

• From the verification results that the forecast model of 

the security range of 1.14-2.34, can be used as a reference 

for future projects. 

• MNLR and BPN have effectively established EOS 

induced expansion prediction model of cement mortar. 
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