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Abstract. In this study, both two- and three-dimensional (2D and 3D) finite-volume-based models were
developed to analyze the heat transfer mechanisms through the porous structures of cellular concretes under
steady-state heat transfer conditions and to investigate the differences between the 2D and 3D modeling
results. The 2D and 3D reconstructed pore networks were generated from the microstructural information
measured by 3D images captured by X-ray computerized tomography (X-CT). The computed effective
thermal conductivities based on the 2D and 3D calculations performed on the reconstructed porous
structures were found to be nearly identical to those evaluated from the 2D cross-sectional images and the
3D X-CT images, respectively. In addition, the 3D computed effective thermal conductivity was found to
agree better with the measured values, in comparison with the 2D reconstruction and real cross-sectional
images. Finally, the thermal conductivities computed for different reconstructed porous 3D structures of
cellular concretes were compared with those obtained from 2D computations performed on 2D
reconstructed structures. This comparison revealed the differences between 2D and 3D image-based
modeling. A correlation was thus derived between the results of the 3D and 2D models.

Keywords: Finite volume method (FVM); Effective thermal conductivity (ETC); image-based modeling;
cellular concrete; Guarded hot-plate method (GHP)

1. Introduction

Cellular concrete is a type of lightweight concrete. These materials are generally lightweight,
sound-proof, thermally insulating and resistant to failures caused by insect, bacterial and fire
damages (Scheffler and Paolo 2005).Cellular concretes entrap air-voids in the cement paste or
mortar matrix by using a suitable foaming agent and are classified into two groups based on the
method of pore structure formation (Tanacan et al. 2009): the air-entraining method (aerated
concrete uses chemical reactions in the paste to produce gas, e.g., aluminum powder and H2O2)
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and the foaming method (foamed concrete introduces air into the paste with pre-foamed foam).
Based on the curing conditions, cellular concrete can also be divided into two groups: one consists
of masonry products that are autoclaved at a temperature higher than 100 °C in a pressurized and
steam-heated environment (autoclave aerated concrete, AAC) and the other is cured at ambient or
slightly elevated temperatures (Non-AAC).

In recent years, builders around the world have become increasingly interested in using cellular
concrete. This interest comes from the decreased dosage of load-bearing elements, and the superior
thermal properties of cellular concrete compared with conventional concrete. Regarding the
thermal properties, dry densities of 300-500kg/m3 are usually utilized. No strict strength
characteristics are required, therefore, the thermal performance of lightweight concrete commonly
plays the more dominant role (Aldridge 2000, Jones and McCarthy 2005, Kearsley and Mostert
2005, Narayanan and Ramamurthy 2000, Esmaily and Nuranian 2012). Therefore, the accurate
determination of the effective thermal conductivity, ke, is essential in engineering applications. For
porous materials with two phases (solid and fluid), thermal properties primarily depend on the
thermal performance of the constituent materials (i.e., the ratio of the thermal conductivities of the
solid and fluid phases) and the microstructure (the spatial distribution of the phases and the contact
thermal resistance between non-consolidated particles (Placido et al. 2005, Glicksman 1994, Kuhn
et al. 1992)). Furthermore, cellular concrete can be designed to satisfy the construction
requirements by varying material parameters such as the cement paste composition, bubble size
and volume friction. Therefore, an accurate evaluation of the relationship between the
microstructure and the thermal transfer properties of these porous lightweight building materials is
required.

Determining of the relationship between the microstructure and effective thermal property of
porous materials can be accomplished either experimentally (Mydin and Wang 2012, Mohdzahari
et al. 2009) or analytically by assuming simplified geometries (Wiener et al. 1904, Hashin and
Shtrikman 1962, Landauer 1952, Russell 1935, Glicksmann 1994, Bhattacharya et al. 2002). The
former approach is expensive and time consuming, and the validity of the results is usually limited
to the experimental conditions. The latter approach is limited by the validity of the underlying
simple assumptions for the complex geometry. However, several of these limitations can be
overcome by the combined experimental-numerical technique presented in this paper.

This study developed 2D and 3D image-based finite volume models to analyze the heat transfer
mechanisms through the porous structure of cellular concrete under steady-state condition. The
microstructure of cellular concrete was quantitatively characterized by a three-dimensional X-ray
computerized tomography technology (3D-XCT) considering only the gas and solid phases. The
2D and 3D images were then reconstructed by a random generation method that retained the
essential microstructural features. These real and reconstructed images (2D and 3D) were used to
estimate the thermal conductivities of cellular concretes using a finite volume numerical method
(FVM). The numerical results were also validated through a comparison with experimental results.
Finally, comparisons of the effective thermal conductivities obtained from the reconstructed 3D
image and reconstructed 2D images revealed a relationship between the 2D and 3Dmodeling.

2. Thermal conductivity measurements

The experimental apparatus used in this study was a guarded hot-plate that was designed based
on the standards required for steady-state measurements (ISO 8990 1994, EN 12939 2000, EN
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Fig. 1 Experimental apparatus. The guarded hot-plate method establishes a one-dimensional heat flow
through a pair of specimens. The guarded plate was made of expanded polystyrene (EPS)

12664 2001). The guarded hot-plate method (GHP) (see Fig. 1) established a one-dimensional heat
flow through a pair of specimens by reducing the undesired lateral heat flows to negligible
proportions (Zarr 2001, Yesilata and Turgut 2007). The apparatus presented here was adapted
from the one used to measure the U-value of a wall according to the standard required for steady-
state measurements (ISO 8990 1994).

Our system could test materials with a thickness rangingfrom10 mm to 100mm. Fig.1 shows
the collocation of specimens between the hot and cold slabs. Heat was electrically supplied at a
known rate to the hot-slab. A constant temperature difference between the hot and cold slabs was
maintained. The temperature differences were controlled through thermocouples on the surfaces of
the slabs. The energy consumed was registered using an external wattmeter that analyzed and
transmitted the data to a computer. The temperature was continuously measured and controlled
with a Proportional-Integral-Derivative (PID) regulator to maintain the required temperature
gradient. The guarded plates acted as thermal barriers to secure the one dimensional heat flow
from the main heater to the cold plate. This one-directional heat flow enables the exact
measurement of the Q value.

In our experiments, the specimens, the cold slab, and the hot slab are initially at identical
temperatures (313.5 K). At the beginning of the experiment, the temperature of the cold plate is
lowered from 313.5 K to 273.5 K. The humidity of the room was controlled and maintained below
50%. The box was placed in a hot chamber operating at a fixed temperature, humidity and air
flow. Temperature and relative humidity sensors are positioned at several points to measure the
corresponding air conditions.

After 28 days of sealed curing, specimens of cellular concrete (300mm×300mm×30mm) were
oven dried at a temperature of 80°C until a constant mass was observed (approximately four days).
Samples were dried to eliminate any moisture that was retained in the slabs, because the moisture
would affect the conductivity results (Mydin and Wang 2012). The oven temperature was below
the boiling point to avoid sample cracking (Wang et al. 2005). The high speed of water
evaporation and the thermal mismatch between the compositions will create a more connected path
and cracks for the heat to flow through. This process will reduce the reliability of thermal testing.
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Heat was allowed to flow between the two plates until the system stabilized. The maximum time
allowed for the samples to stabilize was about three hours. The thermal conductivity based on the
GHP method can then be calculated using the Fourier heat flow equation

TC

dQ
k

∆⋅

⋅
= (1)

Where k is the effective thermal conductivity of the tested sample; Q is the time rate of heat
flow; d is the thickness of the tested sample; and C and ΔT are the cross-sectional area and
temperature difference across the sample, respectively. This test method is useful for generating
thermal data on deformable flexible specimens and has been considered as a primary technique for
precise thermal conductivity measurements. The uncertainty of the thermal conductivity
measurements considering both random and systematic errors was evaluated to be 2% with a
confidence level of 95%.

3. Finite volume numerical model

The implementation of a finite-volume method to estimate the effective thermal conductivity of
porous concrete was first proposed by (Wei et al. 2013). The method is based on the analysis of the
temperature distribution in the microstructure of the foam by considering the governing
differential equation for the steady-state heat conduction without internal heat generation. The
model simulated the steady-state thermal conductivity experimental apparatus. The modeled
structure is a slab of porous material with perfectly insulated sides which is sandwiched between
two slabs of non-porous solid material maintained at temperatures Thot and Tcold (see Fig. 2). The
steady-state heat conduction equation expresses the heat balance at each point of the two-phase
porous material.

Fig. 2 2-D illustration of the ETC computation
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Fig. 3 Schematic view of a cell in the 2D model, including the four neighbors of the cell

Additionally, the conduction through the solid phase, conduction through the gas phase,
convection of the gas and radiation are generally the primary mechanisms contributing to the
thermal conductivity of a cellular material(Gibson and Ashby 1997).Considering the previous
studies by Skochdopole (1961) and Lu and Chen (1999),the heat transfer by convection can be
negligible for void diameters smaller than 4 mm, and the experimental temperature for ETC is not
substantially high. Therefore, only the conduction mechanisms in two phases are considered in this
study.

3.1 2D numerical model

In the two dimensional model, the steady thermal transfer equation can be expressed as the
following
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where λi,j is the thermal conductivity and T is the temperature. With regards to a five-point
integration formula, a schematic view of a cell of the domain (i.e., a pixel of the binary image) and
its four neighbors is presented in Fig. 3. For square pixels, the above equation can be discretized as
follows
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whereλ(i+1/2, j) represents the thermal conductivity between cell center (i,j) and (i +1,j) . These terms
can be expressed as the following
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The thermal conductivity λ(i,j) is assigned to each pixel depending on the corresponding
material (e.g., cement paste for the white pixels and pores for the black pixels). For the considered
images, the boundary conditions are set by applying a constant temperature on the left side edge
(313.5K ) as well as on the right side (273.5K ), and a zero flux is applied for the other two edges
(i.e., top and bottom). The corresponding mathematical expression is as follows
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3.2 3D numerical model

A lattice of the domain in the three-dimensional model is shown in Fig. 4. The corresponding
steady thermal transfer equation can be expressed as the following

0)()()( ,,,,,, =
∂

∂

∂

∂
+

∂

∂

∂

∂
+

∂

∂

∂

∂

z

T

zy

T

yx

T

x
kjikjikji λλλ (6)

where λi,j,k is the thermal conductivity and T is the temperature. For the case of cubic voxels, the
above equation can be discretized as follows
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whereλ(i+1/2,j,k) also represents the thermal conductivity between lattices centers(i,j,k) and
(i+1,j,k). These terms can be expressed as follows
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The thermal conductivity λ(i,j,k) is assigned to the voxels in a similar way as for the pixels in
the 2D model. In addition, a zero flux boundary condition is applied for the other four lateral faces.
The corresponding mathematical expression of boundary condition can be expressed as the
following
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Fig. 4 Schematic view of a cell in the 3D model, including the six neighbors of the cell

Fig. 5 Schematic overview of a 2D thermal resistor network (X×Y=3×4)

3.3 2D and 3D sparse matrix

Applying Eq. (3) and Eq. (7) to all cells in the 2D and 3D models, respectively, we will have P
equations (P2D= X×(Y-2),P3D=X×(Y-2)×Z) for P unknown cell temperatures. Both Eq. (3) and Eq.
(7) can be written in a matrix form as follows

ST
rr

=Γ
~ (10)

where the matrix Γ
~

is a sparse multi-diagonal symmetrical matrix and T
r

is a vector of P

components which corresponds to the unknown cell temperatures. The vector S
r

has a length P and
is composed of zero values with the exception of the edge elements (y=0 and y=Y) in which the
boundary temperatures are imposed (the temperatures of 273.5K and 313.5K, respectively).
As an illustration, Eq. (3) can be written for a 3×4 two-dimensional network (see Fig.5) as the
following
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While for a 3×4×2 three-dimensional network (see Fig.6), Eq. (7) can be written as the following
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The off-diagonal elements V, H and B of matrix Γ% correspond to the thermal conductivity of
the neighbor links in the x-direction, they-direction, and in the thickness direction z, respectively.
The diagonal elements, D, are the sum of the thermal conductivities of the neighbor links.
Considering the case of a large system of equations, the use of iterative algorithms is required to
accelerate the convergence and thus to reduce the required computational time. In a previous study
(Wei et al. 2013), Eq. (10) was solved by using the Gauss-seidel iteration method. This method is
simple, but the convergence of the method is relatively slow for large systems of equations. The
solution to Eq. (10) for one statistical sample on a 60×60×20 system required approximately 2
hours of CPU time on a 2-GHz Intel PC with 4 GB of RAM. To overcome long computational
times for large systems, the “Multi-frontal Massively Parallel Solver” package for solving linear
systems of a square sparse matrix is used. MUMPS is a direct method based on a multi-frontal
approach which performs a direct factorization (see http://mumps.enseeiht.fr/, and http://graal.ens-
lyon.fr/MUMPS/). This method only requires the storage of non-zero elements. The solution for
one statistical sample with the above-mentioned system requires no more than a few seconds on a
15-processor parallel computer.

Once the temperature distribution over the lattice is determined, the heat fluxes Qk along the y
direction that pass through each horizontal slice of the lattice (3D) can be calculated. These fluxes
are equal for all the slices under steady-state conditions. Then, the effective thermal conductivity
keff between the hot and cold slabs in the 3D model can be simply obtained by following

coldhot

k
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TTZX
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k

−
×

⋅

⋅
=

1
(11)

Regarding the 2D model, the lattice number in the z direction is equal to 1, thus keff can be
expressed as the following
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Fig. 6 Schematic overview of a 3D thermal resistor network (X×Y×Z=3×4×2)

4. Thermal conductivity of cement paste and pores

An experimental value of 0.5Wm-1K-1, determined for a fully dense sample (without the air
agent), was used for the thermal conductivity of the solid phase. This value is consistent with other
literature values (Mydin and Wang 2012, Fu and Chung 1999). To approximate the pores, they are
assumed as approximation that they contain trapped air for which the thermal conductivity may be
estimated as 0.025Wm-1K-1 (Bouvard D et al. 2007) at room temperature. The thermal
conductivity of air tends to increase with temperature; however, the Knudsen effect (Collishaw and
Evans 1994, Litovsky et al. 1996) tends to decrease this thermal conductivity. Therefore, the
influence of micro pores in cement paste on the thermal conductivity of air was not considered in
the present study.

5. Pore structure characterization and the 2D and 3D reconstructed structure

5.1 Pore structure characterization by XCT

By using three-dimensional X-ray computerized tomography (XCT) coupled with 3D image
processing technology, the porosity and pore size distribution within the porous material can be
easily detected because of the high degree of contrast between the X-ray attenuation coefficient of
the pores and the cement paste matrix.

In this study, all samples were visually examined with Y.CT Precision System (YXLON,
Germany).The detector type is flat panel Y.XRD1620. Because of the relatively low density of this
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type of concrete, a 80 kV X-ray tube potential was used with a corresponding resolution of
10μm/pixel. An example of a 3D image is presented in Fig.7. Different colors denote different 
levels of pore sizes in the three dimensional space. As shown in Fig.8, the size distribution of pores
in a typical cellular concrete (non-AAC) follows a log-normal distribution. A probability density
function, denoted by ��(�; �,�), was used to fit the size distribution

0>,
2
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2

2

2

)(ln

xe
x

xf
x

x
σ

µ

πσ
σµ

−
−

= (13)

where μ and σ are the mean and standard deviation of the logarithm of the variable, respectively. In
this study, the fitted parameters are μ=4.65 and σ= 0.395. The value of the goodness of fit is 0.985.
Regarding the porosity, six 3D-images were analyzed, and the results were then averaged.
Therefore, the computed total porosity is 67.2% ±1.2%,

Fig. 7 Extraction and 3D-visualization of pore structures from a non-autoclaved aerated concrete

Fig. 8 Pore size distribution of non-AAC. The fitted parameters are μ=4.65, and σ= 0.395. R2=0.985

328



Numerical analysis of the thermal behaviors of cellular concrete

(a) 2D reconstructed image (b) 3D reconstructed image

Fig. 9 2D and 3D reconstructed images

(a) Original image (b) binary image
Fig. 10a 2D real porous structure from the 3D cross-sectional XCT image (a) Original image, (b)
binary image

5.2 Generation of 2D and 3D artificial pore structure

Similar to the method presented by Wei She (Wei et al. 2013), the porous structure of a non-
AAC was determined through a random generation method and represented by an artificial image
consisting of two phases: the pores and the cement paste matrix. In the 2D model, the pores were
described as circles (spheres in the 3D model) and in stochastic spatial distributions in the solid
matrix with the following regulation rules:

(1) Each pore radius follows the log-normal distribution function as mentioned above with a
mean value, μ, and a standard deviation parameter, σ. In this paper, the pore diameters were 
selected to bein the range of μ± 3σto produce a more realistic structure. 

(2) All generated pores are permitted to be invaded, but the overlap area ratio (overlap volume
ratio in the 3D model), δ, should be no more than a set value (δ≤0.4). 
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Fig. 10b Illustration of the 3D morphology of cellular concrete

(3) The target pores are searched until the porosity attains the given value.
With these settings and parameters, the reconstructed 2D and 3D porous structures (see Fig. 9),
containing 500×500 pixels and 80×80×80 voxels, respectively, were constructed considering the
following calculation.

5.3 Application of the FVM to the tomographic image

The FVM presented in Section 3 was also applied to the real 2D and 3D porous structures
obtained from X-ray tomographic images of cellular concrete. These images are in voluminous
files containing the gray levels of the voxels that forms a cubic piece of the foam sample. The
resolution used, which corresponds to the voxel size, was approximately 10μm.Thresholding and 
filtering operations were first applied to obtain a binary repartition of the voxels in the solid or gas
phase. The image obtained must have a gas volume fraction corresponding to the porosity of the
cellular concrete analyzed. Fig. 10(a) shows a slice of a tomographic image from a 3Dtomographic
image (Fig. 10(b)) of cellular concrete before and after the thresholding and filtering process. At
the end of these operations, a binary matrix of the cubic voxels and their state (1: solid; 0: gas) was
obtained. The finite volume numerical calculation was then applied to this discretization.

6. Numerical results and analysis

6.1 Benchmarks

To validate the algorithm and the codes of the 2D and 3D models, the numerical predictions are
compared with the theoretical solutions for two hypothetical structural cases: parallel mode and
series mode (see Table 1).The porous structures are formed in two phases, and the thermal
conductivities are 0.5Wm-1K-1 ()and 0.025Wm-1K-1. To simplify the comparison, the fractions of
the two phases are equal. Therefore, the calculated effective thermal conductivity is 0.2625Wm-1K-

1 for the parallel mode and 0.04762Wm-1K-1 for the series mode. Table 1 lists our predictions of the
ETCs and the deviations from the simple analytical solutions as functions of the lattice number.
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Table1 Predictions of effective thermal conductivities for two types of structures (parallel and series modes)

Lattice number
(X× Y× Z)

Parallel mode Series mode
Predictions, Wm-

1K-1 Deviations,% Predictions, Wm-1K-1 Deviations,%

2D
10× 10 0.2917 11.12 0.0529 11.09
60 × 60 0.2669 1.68 0.0484 1.64
80× 80 0.2658 1.26 0.0482 1.21

3D
10× 10 × 10 0.2917 11.12 0.0529 11.09
60× 60 × 60 0.2669 1.68 0.0484 1.64
80× 80 × 80 0.2658 1.26 0.0482 1.21

Notably, the predicted values by the 2D model are identical to the corresponding 3D model.
The reason for this is that the 3D structures of the parallel mode and series mode are repetitive or
symmetrical in the thickness direction (z).

It is also clear that our predictions agree with the theoretical solutions with a maximum
deviation of less than 2% when the lattice number is larger than 60. The results validate the
proposed algorithm and processing boundary conditions. Larger lattice number results in more
accurate modeling results. However, these larger lattices require a higher computational cost. In
the following modeling, the lattice number was set to 80× 80× 80 for the 3D model and 500× 500
for the 2D model unless specified.

6.2 Computation of the thermal conductivity for the 2D and 3D models

The thermal conductivity corresponding to each image was predicted by both 2D and 3D
modeling. To obtain a reliable value, 6 cross-sections (500×500 pixels) of the 3D-XCT image were
used and the results were then averaged. Examples of the numerical modeling of the temperature
distribution of the2D and 3D reconstructed structures are shown in Fig. 11. Similar results can also
be found from the numerical modeling performed on the 2D and 3D real structures. The typical
run times for the longer simulations discussed in this paper require 20 minutes on a 3GHz Core (2)
PC having 4GB of memory.

Because these results were derived from a real image, the 2D reconstructed image was
evaluated against the calculated thermal conductivity from the corresponding real 2D images. The
calculated results showed that the 2D thermal conductivities were 0.123±0.01 Wm-1K-1 for the
reconstructed 2D image and, 0.121±0.04 Wm-1K-1 for the real cross-sectional 2D images (shown in
Table 2). These close results highlighted that the 2D reconstructed image presented nearly the
identical characteristics as the real cellular concrete in terms of computed cross-sectional thermal
conductivity.

Additionally, 3D calculations were performed for the 3D real and reconstructed images. The
corresponding predicted thermal conductivities were nearly identical (0.153 Wm-1K-1 and 0.154
Wm-1K-1, shown in Table 2), and both 3D predictions were found to be in better agreement with
the experimental result (0.158Wm-1K-1) than the 2D modeling results. This consistent result
indicates that the 3D reconstructed image generated in this paper can represent a real non-AAC in
terms of thermal conductivity. Additionally, the 3D calculated thermal conductivity is higher than
the 2D calculated thermal conductivity by approximately 25% for the identical image generation
parameters.
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(a) 2D reconstructed structure (b) 3D reconstructed structure

Fig. 11 Numerical calculated temperature distribution of the 2D and 3D reconstructed structure

Table 2 Predicted thermal conductivities calculated based on different types of images with 2D and 3D
modeling, using a FVM

Structure type #Porosity (%) Models
Thermal conductivity, Wm-1K-1

FVM Measured
Real pore structure

X-CT
67.25 2D 0.121±0.04 0.158

67 3D 0.153

Reconstructed image
67.2 2D 0.123±0.01 -

67.22 3D 0.154 -
Dense material 0 - - 0.5

*The conditions for the production of non-autoclaved aerated concrete and characterization of the thermal
conductivity are described in previous studies [34-36].

6.3 Comparison between 2D and 3D modeling

Using the model or real sectional image from 3D-XCT image, the 2D calculated thermal
conductivities are lower than the 3D conductivities (Table 2). This disparity was additionally
checked in different 3D structures of a different type of non-AAC (foamed concrete). The porosity
of this non-AAC varied at 12%, 21.39%, 35.5%, 47.24%, 59% 75.45% 79.19% and 84.17%, and
the corresponding input parameters and pore size distribution are taken from previous study (Wei
et al. 2013). The computations were implemented for all of the above images, and the results are
shown in Fig. 12.

From Fig. 12, the 3D computed thermal conductivity is higher than the 2D conductivity. In the
2D model, each pixel exchanges heat with the neighboring pixels in the plane. Therefore, the heat
flow that is perpendicular to the section is not considered. In principle, this assumption is only
applicable if the microstructure in the third dimension is repetitive or symmetrical (as discussed in
section 6.1). However, this assumption is not representative for real cellular concrete. The 3D
model better captures the real situation that occurs in disordered materials such as aerated
concretes. In the third direction, a new path is supplied for heat transfer around the pores.
Therefore, the thermal obstructive action of pores is weakened, compared with the 2D case. For
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Fig. 12 Relationship between the 2D and 3D computed thermal conductivities for non-AACs with
different porosities. The fitted parameters are A = 0.9307, with a R2=0.9862.

this reason, the 3D computed thermal conductivity is higher than the2D values. Thus, the use of
3D modeling is strongly recommended for aerated concretes and the results are expected to be
closer to experimental values.
It was also found that a power law function could rather accurately define the relationship between
the 2D and 3D results (the red curve shown in Fig. 12). This relationship can be expressed as
follows

A
DD kk 23 = (14)

where A is equal to 0.9307and the goodness of fit, R2 is equal to 0.9862. Therefore, the 3D
numerical results can be predicted from the 2D value through equation 14. Additionally, this
empirical equation improves the application of the 2D image-based modeling, because the 2D
images of aerated concretes can be more readily obtained (e.g., SEM, microscope, or even a high
pixel camera) and easily digitalized in common software (e.g., Matlab and Image-Pro). However,
obtaining the 3D microstructure parameters from 3D-XCT is relatively difficult, expensive, and
time consuming. By using the function between the 2D and 3D numerical predictions, 2D image-
based analyses (instead of 3D image-based analyses) could remain an alternative reliable method
for predicting the effective thermal conductivity.

7. Conclusions

The present work implemented 2D and 3D image-based finite volume models to analyze the
heat transfer properties in porous structures, such as non-aerated concrete. The 2D and 3D
reconstructed matrix-pore structures were generated based on the collective microstructural
information obtained by 3D-XCT images of non-aerated concrete. The real and reconstructed
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images (2D and 3D) were then evaluated by computing the corresponding effective thermal
conductivity. The predicted effective thermal conductivity obtained by 2D computations
performed on 2D reconstructed structures agreed with the values derived for cross-sections of the
real 3D-XCT image (0.121Wm−1 K−1 for the real cross-sections and 0.123 Wm−1K−1 for the
artificial 2D image). The 3Dcalculated thermal conductivity values determined from real 3D and
reconstructed structures were nearly identical (0.153Wm−1 K−1 for the real 3D-XCT
imageand0.154Wm−1K−1 for the artificial 3D image). The predictions from the 3D analysis were
higher than the 2D predictions. However, the 3D predictions better agree with the experimental
value of 0.158 Wm-1 K-1.

The reason for the differences between the 3D and 2D predictions is that the heat conduction in
the third dimension is omitted in the2D simulation. This omission produces an underestimation of
the effective thermal conductivity for identical boundary conditions. A power law function fitted
the relationship between the 2D and 3D calculated data. This function was confirmed for another
type of non-AAC (foamed concretes) with different porosities (12%-84.17%) and different pore
size distributions. Therefore, this relationship is expected to be valid for all non-AACs, allowing
the use of this easier to implement 2D image-based model.
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